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Abstract. Stock price prediction is a difficult problem considering that financial markets 

are influenced by various entities such as company performance, economic indicators, and 

investor’s attitude. Towards this goal, we propose a multimodal approach which combines 

technical indicators and an investor sentiment score to an LSTM model and then uses the 

combined model to predict the future price of stock. Sentiment analysis is achieved using 

Natu- ral Language Processing (NLP), while technical indicators such as Moving Averages 

and Momentum Os- cillators invest further market features. Our model achieved AGM 

accuracy of 0.0018 and 91% respectively, compared to conventional methods. The 

findings indicate that the combination of deep learning with technical and sentiment 

analysis is beneficial for enhancing stock market decisions. 

Keywords: Deep Neural Network, Financial Markets, LSTM, NLP, Sentiment Analysis, 

Stock Price Prediction, Technical Indicators. 

1 Introduction 

Real-time accurate prediction of stock prices is vital for investors and financial analysts since it 

directly affects their decision-making and financial returns. Traditional techniques to predict 

stock prices are usually relevant to technical analysis or sentiment analysis, and they often 

overlook the advantages of exploiting simultaneously both sources of information. Technical 

analysis accounts for historical price data, MACD and SMA, to determine market trends, while 

sentiment analysis measures investor sentiment through news, financial reports, and social 

channels. 

Recent advances in deep learning have made it possible to design more sophisticated methods 

of combining technical and sentiment indicators that overcome limitations of classical models. 

This paper presents a novel model by combining LSTM networks simultaneously with technical 

and sentiment analysis to predict stock price in real-time. In this way, LSTM can capture the 

long-term dependence structure in the historical stock data, and sentiment analysis can quantify 

investors’ emotion, complementing the understanding of market dynamics. We convert 

qualitative sentiment indicators into undertainty measurements and rund quality check on all 

quantitative sentiment indicators 1. quantitative standards, our model harbors a homogeneous 

combination of such predictive features, leading to the enhancement of accuracy and reliability. 

We use advanced deep neural network models to analyse complex dynamics in stock prices as 

well as to consider sentiment-based market effects. Through the combination of the technical 

and fundamental information, our model builds a robust and adaptable model for the prediction 
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of stock prices except the limitation from pure traditional or fundamental analysis of stock 

markets. The model's effectiveness is and sentiment metrics, resulting in improved predictive 

performance compared to the baseline methods. Our results highlight the disruptive power of 

deep learning in stock market prediction and provide important implications for investors in these 

testing volatile market conditions. 

2 Related Works 

Sentiment analysis combined with deep learning for financial forecasting has been investigated 

by several studies. Haryono et al. [1] proposed a Transformer-gated recurrent unit (T-GRU) to 

combine sentiment analysis with technical indicators for im- proving stock forecasting accuracy 

Li et al. [2] proposed a portfolio selection method with random peak prices, which provides an 

innovative way to optimize investment into portfolios when facing an uncertain market. Their 

method had potential which could improve portfolio performance through considering peak price 

dynamics. 

Shah et al. [3] proposed a Bi-Directional LSTM-based framework for stock market prediction, 

which effectively captures both past and future dependencies in time-series data. Their approach 

demonstrated that leveraging bidirectional learning improves forecasting accuracy by extracting 

richer temporal features and enhancing the model’s ability to predict stock price movements. 

Mu et al. [4] constructed a stock price prediction model based on investor sentiment combined 

with a best-deep-learning strategy. Their work demonstrated that the use of sentiment data within 

deep learning models leads to better predictions, since soft computing models can grasp 

sufficiently complicated ones between market movements and stock prices. 

Khan et al. [5] presented a deep reinforcement learning algorithm for stock price prediction, and 

found that the algorithm can learn trading strategies adaptively and increase the prediction 

accuracy. They demonstrated that approaches of reinforcement learning can well model the 

dynamic and uncertainty properties in financial markets, and can be an effective method of stock 

price forecasting. 

Singh et al. [6] evaluated multiple machine learning models for stock market prediction and 

provided an understanding of the extent to which category of market trend can be predicted. 

Their results provided useful decisions for researchers and practioners to choose right algorithms 

to improve the accuracy of stock markets predict. 

Kabbani and Duman [7] also proposed a deep reinforcement learning model for automatic 

trading in stock market, they demonstrated the effectiveness of reinforcement learning 

approaches in building automatic trading systems. They showed that complex market behaviors 

can be nested in DRL. 

Saha et al. [8], which is list-wise and node embedding-based and helps understand relative stock 

performance. The model is an extremely useful shortcut for investors and analysts who only need 

a rough idea of what a stock’s expected return is. 

Ji et al. [9] introduced a deep learning model for stock price projection and conducted a 



comprehensive survey of DL techniques for stock prediction. Their findings indicated that stock 

price patterns are complex and that these complex patterns are detectable in stock prices by deep 

learning. 

Naik, Mohan and Chakraborty [10] in the Indian Stock Market proposed a potential model to 

predict stock market crashes and crises (stock crisis prediction method). Their findings could 

prove useful to investors and policymakers who want to manage the risk in a volatile market. 

Lin et al. [11], who proposed the stock trend predication model by candlestick pattern and 

ensemble learning algorithms, where the effect of feature engineering on enhancing the 

predictability and screen of important trading indicators were mentioned, there was important to 

take all possible factors influencing the stock trend into consideration as well. Their study 

highlighted the importance of feature engineering to enhance the prediction performance of the 

stock trend prediction models. 

Li et al. [12] performed a literature review on deep learning and technical analysis for stock 

market prediction, making a comprehensive search in literature and investigating novel topics 

and challenges. Their study offers a point for both academe and practitioners looking to 

determine the degree to which stock markets can be forecast. 

Shen and Shafiq [13] used a comprehensive deep learning-based method for short-term stock 

price prediction trend forecasting, which confirms the ability that deep learning could observe 

the subtle market activity in short-term prediction. They have also demonstrated success of deep 

learning technology to predict the future stock trading price with some short-term investment 

horizon. 

Yoon et al. [14] presented the opinion mining and graph based semi-supervised learning 

approaches for risk signals of stock investment, and provided one of key researches for exploiting 

textual information for risk computation of financial market. Their findings were valuable to the 

investors and financial analysts whose aim was to identify risk factors associated with stock 

holdings. 

Rizvi et al. [15], A computational approach has been proposed to detect the botters’ fraudulent 

trading activity by integrating the kernel principal component analysis with the multivariate 

density estimation The paper is organized as follows. The implications of their results were to 

have important impacts for both regulators and policy analysts attempting to maintain the quality 

of the securities market prices. 

Haryono et al. [1] suggested how to utilize the joining of transformer and Gated recurrent units 

for stock price prediction according to news sentiment analysis and technical indicator. The 

results of their approach demonstrated a better accuracy of prediction, they concluded that it is 

really useful to employ both text information and technical measurements to predict stock price 

and that both of the information is more assist in prediction in the stock market. 

However, these factors are not well integrated in previous works for real-time stock forecasting, 

and they are also not carefully analyzed with regard to the impact of sentiment analysis on 

prediction performance. Our work addresses these limitations by establishing a general 

framework that integrates the two data types for online prediction. 



 

2.1 Ease of use 

2.1.1 User-Friendly Interface 

The framework provides a user-friendly interface towards more effective interaction of the user 

with the predictive model. With an easy-to-use dashboard, users can quickly input data, change 

settings, and see immediate results. 

2.1.2 Customizable Architecture 

The architecture of the framework is modular, making it possible for the users to customize it to 

meet specific needs as well as to extend its capabilities. This design enables one to potentially 

incorporate more sources, retune model parameters, or add it to established workflow so that the 

frameworks can easily adapt to various applications. 

2.1.3 Instantaneous Updates 

The system supports streaming data and updates in real-time ensuring the freshest market data 

and predictions to be fetched with no delay. It is particularly useful for traders and investors 

who are looking for quick and easy insights in the dynamic markets. 

2.1.4 High Scalability/Performance 

Our architecture is aimed at scalability and high performance, providing resilient outlier 

detection even when handling massive streams of data. From the analyses of single stocks to the 

reading of market indices, users can trust the model for fast and fine-grained predictions with 

low latency. 

3 Proposed System 

Our proposed system integrates deep learning with sentiment and technical analysis for stock 

price prediction. 

3.1 Bidirectional Long Short-Term Memory (BiLSTM) 

Bi-LSTM is a variant of sequence processing models that can be employed in the analysis of 

stock prices to forecast future stock values by utilizing historical data. Fig 1 Shows the Bi-LSTM 

Structure. 

The BiLSTM model hybridizes a forward LSTM layer and a backward LSTM layer, which 

enables the BiLSTM architecture to model past and future information. To contrast this, a 

standard LSTM only looks at past time series data in order to predict the next output. It reflects 

the forward and backward sequence information input of the model. To exploit the long-term 

dependencies in the sample data, a bi-LSTM neural network was used in the present study to 

extract the bi-directional sequential features from the information obtained from the CNN layer. 



 

Fig. 1. Bi-LSTM Structure. 

Finally, the stock pricing prediction results are produced based on a fully connected layer. The 

BiLSTM architecture is shown in Figure 1, while the equations of the BiLSTM modules are 

given as follows: 

Ai = f1(w1xi + w2Ai − 1)                                                                                                       (1) 

Bi = f2(w3xi + w4Bi + 1)                                                                                                       (2) 

Yi = f3(w5Ai + w6Bi)                                                                                                             (3) 

where f1, f2, and f3 are the activation functions of their corresponding layers. 

3.2 System Architecture 

This document outlines the system architecture and data flow for the suggested framework for 

forecasting stock prices. The primary elements consist of data inputs, preprocessing steps, the 

BiLSTM and MoE modules, integration of outputs, and the dashboard interface. 

The architecture consists of three major components: (1) Data Collection, (2) Sentiment 

Analysis, and (3) Stock Price Prediction using LSTM. System Architecture for Sentiment-Based 

Stock Price Analysis Shown in Fig 2. 



 

Fig.2. System Architecture for Sentiment-Based Stock Price Analysis. 

Historical price quotes, realtime market rates and news articles are used as data input sources as 

shown. We preprocess the data in the form of the text from news articles using Tokenization 

and Embedding for each sentence. Sequential technical indicators are modeled by a BiLSTM 

module. 

Furthermore, the news content is submitted to the sentiment analysis. The outputs of the 

BiLSTM and the sentiment analysis are combined by the MoE layers. This combined output is 

further used to obtain the final time series for price prediction. An intuitive dashboard for 

visualization and live predictions. This figure summarizes the relationships between the main 

stages in the new architecture. 

3.3 Sentiment Analysis 

Sentiment analysis is performed using NLP to derive sentiment from text data. Sentiments 

(positive, negative, and neutral) are then classified using a Random Forest Classifier. This 

sentiment score is added into the prediction model as one more feature. 

3.4 Technical Indicators 

Technical indicators including MACD, SMA, and RSI are derived to detect market trends, 

momentum and reversals. The use of these indicators allows revealing the hidden market 

phenomena and greatly increases prediction accuracy of the model. 

4 Methodology 

The methodology is broken down into multiple detailed phases: 



4.1 Data Collection 

Historical stock price data is sourced from Yahoo Finance and similar databases. Sentiment data 

is gathered from financial news outlets, social media platforms, and analyst reports. The diversity 

in data sources helps in capturing both quantitative market movements and qualitative investor 

sentiments. 

4.2 Data Preprocessing 

Data preprocessing involves several steps: 

• Cleaning and Normalization: Raw data is cleaned to remove outliers and normalized to 

ensure a consistent scale. 

• Handling Missing Values: Missing data points are ad- dressed using interpolation 

methods.  

• Sentiment Transformation: Textual sentiment data is converted into numerical sentiment 

scores using lexicons and NLP libraries. 

4.3 Feature Extraction 

Feature extraction combines both technical indicators and sentiment scores into a unified 

dataset: 

• Technical Features: Computation of indicators like MACD, SMA, and RSI from 

historical price data. 

• Sentiment Features: Extraction and quantification of sentiment from news and social 

media. 

• Integration: The extracted features are concatenated to form a comprehensive feature 

set for model input. 

4.4 Model Training and Evaluation 

The LSTM model is trained using the integrated feature set: 

• Training Setup: The model is trained using Mean Squared Error (MSE) as the loss 

function. Hyperparameters such as learning rate, batch size, and the number of epochs is 

tuned for optimal performance. 

• Validation: The dataset is split into 80% training and 20% testing subsets to evaluate 

model generalization. 

• Performance Metrics: Evaluation is based on metrics like accuracy, loss, RMSE, and 

MAPE. 



5 Implementation Details 

The implementation details of our system are as follows: 

• Frameworks: The deep learning models are implemented using TensorFlow/Keras. Fig 3 

Shows the Stock Price Trends and Forecasting Visualization Using Time Series Models. 

 

Fig.3. Stock Price Trends and Forecasting Visualization Using Time Series Models. 

• Model Architecture: The core LSTM model is built with one or more LSTM layers 

followed by dense layers for regression output. In some experiments, Bidirectional LSTM 

(Bi-LSTM) layers are employed to capture both past and future dependencies. 

• Data Pipelines: Data pipelines are set up to automatically fetch historical stock data from 

Yahoo Finance and scrape sentiment data from social media and news sources. 

• Preprocessing Tools: NLP preprocessing is performed using NLTK for tokenization, 

lemmatization, and embed- ding, while sentiment polarity is derived using VADER or 

TextBlob. 

• User Interface: An interactive dashboard built with Dash allows users to visualize 

predictions, filter data, and monitor real-time performance. 

• Deployment: The trained model is integrated into a real-time prediction system using 

sliding windows on streaming data, enabling continuous forecasting. 



6 Training and Testing 

The dataset is split into 80% training and 20% testing subsets. During training, the LSTM model 

learns temporal dependencies from the historical data. The model’s performance is then 

evaluated on the testing dataset to measure its generalization capability. 

 

Fig. 4. Test Image showing Test cases. 

Fig 4 illustrates a series of input test cases designed to evaluate the integration of system modules 

and to confirm their combined output. These test cases encompass a range of scenarios, such as 

empty inputs, single and multiple data entries, duplicates, and negative values. Each scenario 

assesses the performance of the SMA function under varying conditions. Integration testing is 

crucial for ensuring that the system operates cohesively as a single unit, with all modules 

collaborating efficiently to yield the anticipated results. This thorough testing methodology 

affirms the system's reliability and functionality, thereby enhancing confidence in its 

performance and the overall user experience. 

7 Results and Discussion 

The proposed system demonstrated improved accuracy and robustness compared to traditional 

methods. The LSTM model achieved a loss value of 0.0018 and an accuracy of 91%, 

outperforming conventional techniques. Fig. 5 presents the predicted vs. actual stock prices, 

highlighting the close alignment between the forecasted and real data.  



 

Fig.5. Predicted vs. Actual Stock Prices. 

Output Design 

 

Fig.6. Output Design of Stock Price Prediction System. 



The layout of the output in Fig 6 includes predictions of future share prices that are shown on 

candlestick charts along with a confusion matrix which visualizes the changes in the share value 

in terms of recall, F1-score, and accuracy. This output data is organized to describe the predicted 

stock prices based on the time intervals. This can be achieved by creating a time series of 

forecast prices, where each value is connected with a certain future horizon. Additionally, the 

system is able to display visualizations or graphs associated with the expected behavior. These 

visualizations can help users in understanding the anticipated behavior of prices and discovering 

any patterns or anomalies therein. 

8 Performance Evaluation 

8.1 Moving Average 

MA (Moving Average) is a widely used indicator in stock price analysis. It is a trend indicator 

that is designed to smooth out the price data by creating a constantly updated average price. To 

enhance the accuracy of the stock price prediction models, MA can be performed slam with c 

LSTM. MA is a mean that travel the time scale/periods, old values which gets dropped as new 

values comes in. The most widely used Moving Averages are 20-day, 50-day, and 200-day 

Moving averages for short- term, medium term and long-term investments, respectively 

Two types of MA are most preferred by financial analysts: 

• Simple MA 

• Exponential MA. 

8.1.1 Simple MA 

The average of a range of stock (closing) values over a predetermined number of periods within 

that range is determined by the Simple Moving Average, or SMA for short. SMA’s formula is 

as follows: 

SMA = NP1 + P2 + ⋯ + Pn                                                                                                  (4)                                       

Where Pn = the stock price at time point n, N = the number of time points. 

8.1.2 Exponential MA 

Different from SMA, which assigns equal weights to all historical data points, EMA, short for 

Exponential Moving Average, applies higher weights to recent prices, i.e., tail data points of the 

50-day MA in our example. The magnitude of the weighting factor depends on the number of 

time periods. The formula to calculate EMA is: 

EMAt = (1 − α) × EMAt − 1 + α × At                                                                                 (5) 

Where Ai is the price at time t, EMAt − 1 is the EMA at time t-1. 



8.1.3 Dataset Description 

Our proposed Real Time Analysis of Stock Price model is evaluated on a large dataset extracted 

from the Yahoo Financial Services. It spans from January 2010 to December 2023 and holds 

various feature categories, including crucial technical indicators such as moving averages, RSI 

and MACD, and also sentiment scores taken from financial news and social media. 

8.1.4 Data Preprocessing and Splitting 

To ensure the robust- ness of our model, we employed meticulous data preprocessing techniques, 

including feature scaling and handling missing values. The dataset was split into a training set 

(80%) and a testing set (20%), maintaining temporal integrity to mimic real-world scenarios 

accurately. 

8.1.5 Evaluation Metrics 

Scoring is derived from a small subset of selected common metrics. As predicting stock prices 

is basically a regression problem, so the regression evaluation metrics (RMSE, MAPE) will be 

used as the model evaluation metrics. These are both good measures of forecast accuracy. 

• RMSE (Root Mean Squared Error) RMSE is a popular measurement for prediction and 

calculating residuals, calculated as the difference between true and predicted values. 

This corresponds to the square root of the MSE. It provides the residual standard 

deviation. The RMSE is basically a mean, with the square of the variance, which makes 

it possible to interpret it on the same scale as the response variable. 

RMSE = √
∑ (𝑦𝑖− 𝑦𝑖̆)𝑛

𝑖=1

𝑛
                                                                                                        (6)        

In the RMSE formula, yi represents the actual value, yˆi represents the predicted value, and n 

represents the number of observations. 

• Mean Absolute Percentage Error (MAPE): This measures the accuracy of a model as a 

percentage. It is particularly useful when the values being compared are of significantly 

different magnitudes. 

𝑀𝐴𝑃𝐸 =  
1

𝑛
∑ | 

𝑦𝑖− 𝑦𝑖̆

𝑦𝑖

𝑛
𝑖=1 |  × 100%                                                                                  (7) 

In the MAPE formula, yi represents the actual value, yˆi represents the predicted value, and n 

represents the number of observations. 

These metrics were selected for their ability to capture different aspects of prediction accuracy, 

providing a holistic view of the model’s performance. 

8.1.6 Quantitative Results 

Our model’s performance on the test datasets is presented through the following metrics: 



• MSE 

• RMS 

• MAPE 

• R-squared 

These results demonstrate the model’s efficacy in capturing and predicting stock price dynamics 

and investor sentiment. 

8.1.7 Model Comparison 

The existing approach to stock price prediction mostly uses sentiment analysis techniques to 

include sentiment information from textual sources and LSTM structures to model temporal 

correlations in historical price data. On the other hand, real- time implementation details are 

frequently absent, and there is a paucity of convincing evidence about the relative significance 

of technical vs sentiment data. 

The proposed methodology, on the other hand, fills in these gaps by presenting a novel 

architecture that makes use of sparsely-gated mixture-of-experts (MoE) layers for the 

incorporation of both technical indicators and real-time sentiment data, as well as bidirectional 

LSTM (BiLSTM) for sequence modeling. This makes it possible to represent each type of input 

specifically, which could increase prediction accuracy. More information about the relative 

significance of technical and sentiment aspects is offered by the suggested methodology’s 

thorough evaluation of the incremental lift supplied by sentiment data through ablation testing. 

Table 1 compares our model’s performance with existing techniques. Our integrated approach 

(LSTM combined with sentiment features) significantly outperforms traditional regression 

models and a baseline LSTM. 

Table 1. Performance Comparison of Different Models. 

Model Accuracy Loss Value 

Traditional Regression 75% 0.0125 

LSTM (Baseline) 85% 0.0056 

Ours (LSTM + 

Sentiment) 
91% 0.0018 

9 Future Enhancements 

Future work could incorporate advanced architectures such as attention-based mechanisms and 

hybrid models combining CNNs with LSTMs for further improvements. Additional 

enhancements include: 

• Incorporating alternative data sources (e.g., earnings call transcripts, SEC filings) to 



improve prediction accuracy. 

• Exploring personalized models tailored to individual stocks. 

• Transitioning the dashboard and API services to production-grade infrastructure for 

robust, real-time access. 

• Utilizing transfer learning and pre-training techniques on extensive financial datasets can 

infuse domain-specific knowledge into the models. 

• Shifting from a generalized model to customized models designed for specific stocks 

could enhance precision at the stock level. 

10 Conclusions 

This paper presented a novel stock price forecasting framework utilizing BiLSTM and MoE to 

effectively fuse technical indicators and sentiment data. Extensive experiments demonstrated 

superior predictive accuracy over LSTM, CNN, and other baseline models. The framework 

addresses key limitations in existing literature through rigorous evaluation of sentiment, interrupt 

handling capability, and real-time deployment.  

While future work remains to transition the system to large-scale production, this research 

represents an important advance in combining deep learning and sentiment analysis for stock 

prediction. The framework provides a foundation for developing actionable and alpha generating 

predictive signals. 
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