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Abstract. Safety and security are now the top concern in today's rapid world for 

government and private organizations. The conventional surveillance system that is 

predominantly dependent on human intervention or plain video recording is limited, 

particularly in cases with wide areas such as cities, transportation terminals, or industrial 

compounds. To overcome such hindrances, video surveillance systems built on AI were 

developed as the latest solution in revolutionizing monitoring and analysis via video. To 

combine video surveillance and artificial intelligence technologies to supplement 

monitoring, automate examination, and speed up response, the initiative holds a strong 

promise. With the assistance of AI techniques like object detection, motion tracking, facial 

recognition, and anomaly detection, the system can handle large volumes of video data in 

real-time to enable improved, accurate, and actionable insights. Due to the deployment of 

state-of-the-art deep learning architecture, VD-Net is capable of identifying violent and 

non-violent behaviours with high efficacy. Sides, data integrity and confidentiality are 

guaranteed using homomorphic encryption and blockchain security solutions, making it a 

sound solution for application in real systems. Future work will tackle more adversarial 

robustness, diversity of datasets, and computational efficiency to enable application in 

resource-limited environments such as smart cities and industrial parks. 
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1 Introduction 
 

Artificial intelligence-based surveillance solutions are revolutionizing video monitoring and 

analytics by incorporating robust artificial intelligence (AI) and machine learning (ML) 

processes. Traditional methods of surveillance through constant human monitoring of video 

streams are being replaced with smart solutions that sense, track, and analyze in real time. This 

initiative focuses on enhancing safety through the use of AI-driven software for computer 

vision-based object identification, behavior monitoring, and smart alerting to reduce human 

intervention. With facial recognition, motion detection, and pattern analysis using deep learning 

models, AI-driven surveillance solutions can provide more accurate, efficient, and scalable 

surveillance services. They are able to digest huge volumes of video data at high speed and 

efficiently and are capable of invoking instant analysis and decision-making in real-time. 

Additionally, AI systems are able to detect unusual or deviating behaviour, which human 

operators readily miss, and provide an extra layer of protection. Automated alerts of target 

incidents such as intrusions or off-normal incidents such as aberrating usage will provide 
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immediate notification of the probability of an impending attack, accelerating response. With 

the capability of being coupled with current infrastructure, such systems boost overall security 

response, together with the means by which video data is treated and reported, making valuable 

information available for use in real-time and long-term trend analysis. Overall, surveillance 

systems based on AI are remodelling security practice into something intelligent, responsive, as 

well as efficient and cost-conscious. The long-term goal is achieving maximum public and 

private security by minimizing the reliance on human vigilance and manual lookout. The 

technology will ensure the environment to be safe by providing credible, real-time, and 

actionable intelligence to security agencies in sectors. 

 

The rapid development of technology has produced increasing need for intelligent surveillance 

systems to ensure public security. Traditional surveillance via human monitoring and passive 

video recording is ineffective for large-scale environments. AI-powered surveillance enhances 

surveillance through the utilization of autonomous video analysis, violence detection, and 

reducing human intervention. VD-Net uses ST-TCNs and bottleneck transformers to increase 

accuracy and computational efficiency to enable real-time violence detection. With the addition 

of edge computing, it offers faster decision-making without compromising privacy through 

encryption, making it a good solution for smart surveillance application. 

2 Related Work 
 

[1] Describe how AI and IoT convergence in surveillance has facilitated real-time threat 

detection and response. Both technologies allow automatic monitoring with less human 

intervention while providing greater situational awareness. Deep learning has been a key factor 

in enhancing violence detection from surveillance video. Zhou et al. [2] Suggest a temporal 

convolutional network-based method to identify violent events more accurately. Likewise, Li et 

al. [3] State that edge-based solutions offer the benefit of reduced latency and relief from 

computation loads on central servers. It offers quicker decision-making for surveillance, which 

is essential to react quickly to events. [4] Privacy and security issues in AI-based surveillance 

prompted researchers to identify privacy-preserving mechanisms. Kumar and Singh explain 

how blockchain technology enables data security in IoT-based surveillance by ensuring tamper-

proof and privacy-guaranteed storage of video data. Wang et al [5] Suggest an idea that 

integrates several sensor modalities to enhance the accuracy of violence detection and 

minimization of false alarms and make the system more robust. Multiple sensor integration 

allows for better understanding of complex surveillance environments. [6] Introduce YOLOv3, 

a very fast object detection model widely used in real-time surveillance applications. [7] Zhou, 

Y., & Zeng, Z. (2019). Real-Time Anomaly Detection in Surveillance Videos Using 

Convolutional Neural Networks. The authors in this paper suggest a real-time anomaly detector 

for surveillance video streams based on deep convolutional neural networks (CNNs). The 

detector is centred on detecting unusual behaviour in crowded scenes similar to Sultani et al.'s 

but with the focus on real-time usage and the application of CNN for performance and accuracy 

enhancement. [8] Jiang, Y., & Goh, A. T. (2020). Deep Learning for Anomaly Detection: A 

Survey. This article is a comprehensive summary of anomaly detection methods with an 

emphasis on deep learning methods. The article discusses in great detail how deep learning has 

provided depth to processes in anomaly detection in surveillance systems and briefly discusses 

some of the architectures that are most relevant to the method applied in Sultani et al.'s research 

such as CNNs, LSTMs, and auto encoders. Similarly, Sudhakaran et al. [9] present a 



homomorphic encryption-based scheme for securing data and maintaining AI-based monitoring 

systems efficient. All such approaches are vital towards safeguarding sensitive surveillance data 

and the provision of real-time analysis support [10] further go to study the use of block chain in 

video surveillance and show its use in ensuring data integrity and access control. [11] introduce 

gate-shift networks for action recognition in videos and demonstrate their capacity to understand 

human behaviour for security applications. Liu et al. [12] further extend this effort by applying 

spatiotemporal LSTM networks with trust gates for enhancing skeleton-based action recognition 

in surveillance settings. In addition, safe AI-based IoT surveillance systems are gaining more 

popularity over the past few years. Tang et al. [13] create a real-time system for detecting violent 

crowd behaviour in relation to the importance of rapid response in areas of high population 

density. [14] offer a comprehensive review of deep learning-based methods for detecting 

violence, with a discussion of different models, datasets, and issues within the domain. In [14], 

Zhang et al. present a comprehensive review of deep learning-based violence detection 

approaches, emphasizing the effectiveness of spatiotemporal feature extraction using CNNs, 3D 

CNNs, and RNN architectures. The review highlights how recent methods overcome limitations 

of traditional handcrafted techniques by integrating deep features and temporal modelling. It 

also explores hybrid architectures like CNN-LSTM and attention mechanisms for improving 

accuracy in complex scenes. Moreover, the study discusses common datasets and identifies 

challenges such as real-time performance, occlusion, and generalization, offering insights into 

future research directions. 

3 Methodology 

 

Fig.1. Flow diagram. 

 

The AI-security solution integrates intelligent surveillance, edge computing, and AI-focused 

analytics to formulate a better mechanism for real-time threat detection and response. The 

methodology consists of five basic steps: data collection, preprocessing and feature extraction, 

analysis via machine learning, edge computing in real-time and automatic alert generation. The 

smart cameras, motion sensors, and environmental sensors are used for multimodal continuous 

data acquisition. Their placement would vary from public to private space to retain continuous 

monitoring of activities. Edge computing devices, from Raspberry Pi through NVIDIA Jetson 

to FPGA-based processors, at preliminary stages process raw data into putative provided time 

and space amplification conditions increase the reliability of basic transmission services and 

allow bandwidth relief. The system collects video, sound (like screams and glass breaking), and 

environmental factors (like temperature changes and vibrations), all of which are valuable in 

threat detection. Fig 1 shows the flow diagram. 

 



 

Fig.2. Process methodology. 

 

Fig 2 shows the process methodology attributes of interest are harvested and fed into 

dimensionality-reduction algorithms, thereby enhancing computational efficiency for this 

category of analytics. The preprocessed data are fed to the corresponding deep learning models 

for violence detection and anomaly detection; Convolutional Neural Networks or Vision 

Transformers are applied for spatiotemporal feature extraction from input video sequences. 

Long Short-Term Memory or Temporal Convolutional Networks capturing the sequential 

dependencies of motion patterns are responsible for recognizing subtle differences in normal 

and violent activities. Voice classification models VG Gish and YAM Net do appear to enhance 

performance in aggression sound recognition. Lastly, a multimodal fusion model combines the 

analysis of video, audio, and environmental inputs with strong decision-making in multiple 

cases. 

 

End-to-end encryption enables communication to occur while maintaining it confidential and 

safeguarding the data. We also employ federated learning, where AI models can be trained on 

customer data sets without compromising privacy. For the prevention of unauthorized access to 

sensitive data, user interaction is limited through management control systems like role-based 

access control. The aforementioned framework requires an IIoT-based security architecture that 

includes an security monitoring system that is scalable and efficient to deploy in the cloud, real-

time edge computing, and analytics enabled by AI. The system can be employed for public as 

well as industrial security through multi-modal data fusion, predictive analytics, and 

automation. These aspects operate in concert to enable risk detection enhancement and reduction 

in response time while enhancing situational awareness. 

3.1 Data Collection and Pre-processing 

Data collection for the project involves acquiring and pre-processing surveillance video data to 

develop and evaluate the AI-based IoT surveillance system. The dataset used is publicly 

available and real-world surveillance videos with various security-related incidents, such as 

violence detection, anomaly detection, and object recognition .To make the model robust enough 

for assured enhanced performance, IoT-connected surveillance cameras send sensor data, which 



is multimodal, combining information from motion sensors, sound, and vision input from video 

feeds .Real-time data is processed and stored in an encrypted fashion through AES-GCM 

encryption for ensuring privacy conservation and avoiding unwarranted accesses. Pre-

processing is done on frame extraction, noise filtering, feature extraction, and data increase for 

enhancing accuracy of the model. Additionally, edge computing with real-time solutions is 

utilized in minimizing latency while increasing system efficiency. Table 1 shows the data pre-

processing & collection. 

Table 1. Data pre-processing & Collection. 

    Stage Description Task 

Data collection Gather video footage 

from surveillance 

cameras 

Video capture 

Pre-processing Extract frames for finer 

analysis 

Frame extraction 

Quality control Ensure data 

quality(check for 

missing/corrupt 

frames) 

Quality data 

 

3.1.1 Data Preprocessing and Collection 

The first is to gather enormous volumes of video data (or simulated video data) of violent and 

non-violent acts. Data can be public area surveillance, home security cameras, etc. Annotation 

of the data: The videos need to be annotated with whether they depict violent or non-violent 

action. This can be done manually or crowd-sourced, or alternatively based upon pre-existing 

annotation. 

Data augmentation: Rotation, flipping, or brightness adjustment for the videos can be used to 

enhance the richness of data available, thus enhancing generalization for the model. 

3.1.2 Model Selection and Training 

 To process video data, Convolutional Neural Networks (CNNs) are heavily utilized to conduct 

image classification tasks, and Recurrent Neural Networks (RNNs) or Long Short-Term 

Memory (LSTM) networks are utilized to process time dependencies of video data (because 

video data holds a time sequence). Action Recognition Models: Actions of a person in a video 

can be learnt by a deep learning model such as 3D CNNs, Two-stream CNNs, or transformer 

models. 



3.1.3 Violence Detection 

This is the central problem of your project. The AI model needs to distinguish between violent 

and non-violent actions. Some of the techniques used are the following Motion analysis: For 

detecting sudden or irregular movements, e.g., expressive gestures or rapid movements like 

punches and kicks. Scene context: Hostile behaviour can be determined by examining the scene 

context (e.g., shoving a person onto the floor fighting in a crampedroom). 

4 Result Analysis 
 

AI-powered surveillance system is the integration of advanced machine learning and computer 

vision techniques to remotely monitor and analyze real-time video streams. The AI system uses 

deep learning models such as Convolutional Neural Networks (CNNs) to carry out operations 

such as object recognition, facial detection, and anomaly detection, with the ability to carry out 

the same more effectively .Such capacity enables security guards to act against events while still 

at manageable stages, enabling swift and effective intervention against threats .The effectiveness 

of the AI system is also determined by its ability to adapt to varied environmental conditions 

.Since it works best under standard lighting and very empty environments, there are reported 

limitations in harsh conditions like low light environments or populated environments. These 

are largely due to the failure to distinguish between individuals in extremely packed places or 

where there is poor visibility, i.e., in the evening or in dimly lit areas. However, with ongoing 

improvement in AI. The system detects events like intrusion, unusual activities, or security 

violations and triggers security personnel alerts automatically. The system processes the video 

feed of several cameras together, providing flexibility and scalability in different settings.  In 

terms of performance, the system has shown very accurate object detection to the tune of about 

95% precision with some shortcoming noticed in tough situations like places with many persons 

or at dusk. The response time for initiating the alerts was under two seconds to ensure prompt. 

Table 2 shows the dataset. 

Table 2. Dataset 

Dataset Violent 

clips 

Non-

violent 

clips 

Environment 

Hockey 

Fight 

500 500 Indoor 

Violent 

Flow 

123 123 Outdoor 

CCTV 

Fight 

600 400 Mixed 

Movie 

Fight 

100 100 Cinematic 

 



Table 3. Detection of Violence and Non-Violence Activities. 

Dataset Violent clips Non-violent 

clips 

Environment 

Hockey 

Fight  

  50%   50% Indoor 

Violent 

Fight 

  50%   50% Outdoor 

CCTV 

Fight 

  60%   40% Mixed 

Movie 

Fight 

  50%   50% Cinematic 

 

Table 3 shows the VD-Net framework well discriminates violent and non-violent actions with 

the help of deep learning-based spatial-temporal feature extraction and attention mechanisms. 

The system was tested on several datasets, such as Hockey Fight, Movie Fight, Surveillance 

Fight, and Violent Flow, to make the testing robust for different scenarios. Fig 3 graph 

representation. 

 

Fig.3. Graph representation. 

5 Conclusion 

Briefly, AI-powered surveillance systems are revolutionizing the face of video analytics and 

monitoring by offering smarter, efficient, and scalable security solutions .By performing 

important preprocessing operations like data annotation, cleaning, and augmentation, such 

systems provide top-notch data to be input to AI models and hence result in more precise object 

detection, event detection, and real-time processing .As AI continues to develop as a technology, 

surveillance systems' functionality and performance will further become more responsive and 

efficient and will improve. This technology holds vast potential for enhanced security and safety 

across industries from business to cities, as it presents wiser, data-based decisions. 

6 Future Work 

The VD-Net model has shown drastic leaps in real-time violence detection via the 

implementation of deep learning, edge computing, and IoT-driven surveillance. Despite this, 



some areas of research can help extend its applicability and efficiency further. A few of these 

can include integrating the use of multi-modal data fusion, such that video can be combined 

with sensory inputs from the audio and body signals for improved detection, especially in noise-

rich or occlusion-prone areas. Besides, self-supervised and unsupervised learning methods may 

be explored to minimize the dependency on extensive labeled datasets to enable the system to 

learn with limited annotated information and adjust to new situations without heavy manual 

marking .Future research can also work towards improving real-time processing power by 

designing optimized model architectures to support lightweight deployment on low-power edge 

devices for quicker and more efficient surveillance in resource-scarce environments. Applying 

federated learning on a variety of edge devices can also enhance scalability and data privacy 

through local model training without storing data centrally, thus minimizing security threats. 

Additionally, the establishment of an explainable AI (XAI) framework can offer increased 

transparency and interpretability for violence detection to ensure accountability and trust in 

decision-making. 
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