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Abstract. The rapid expansion of application data in modern recruitment calls for new 

strategies to reduce the inefficiencies of manual screening and speed up candidate 

adjudication. This paper presents an AI-powered resume parsing and ranking framework. 

Powered by machine learning (ML) and natural language processing (NLP), it aims to 

transform the hiring process. The approach uses advance NLP extraction techniques to 

extract and tag essential natural language processing. The system extracts achievements 

from unstructured resume documents, including the technical skill set, employment 

history, educational background, and certifications. The solution uses advanced NLP 

techniques to extract & organize key attributes from a mix of unstructured resume 

documents including technical skills, work exp, education and certifications. This method 

reduces the subjectivity of traditional methods and can at the same time improve the 

accuracy and efficiency of the screening. Empirical validation confirms the system’s 

capabilities for parsing various resume formats and providing precise candidate ranking, 

making the system a game-changing platform to support hiring practices and facilitate 

data-based decision making in the field of HRM. 
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1 Introduction 

This has introduced a great disturbance in making the recruiting industry more elegant; 

candidate résumés are now pushed to employer job sites and even received without being sent, 

many unsolicited [2]. This encumbrance has compounded the workload of people who interview 

applicants and sift through piles of résumés. The conventional practices are slow, error-prone, 

bias-prone and a poor match for today’s talent-acquisition needs [11, 14]. Raghavan et al. have 

also highlighted the limited scale at which such systems work and that purely central 

mechanisms are unable to offset human biases already embedded in managers’ judgements [11], 

while early deterministic parsers were largely confined to specific formats and lacked broad 

linguistic competency [2]. 
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This study attempts to solve these problems by implementing a machine-learning (ML) and 

natural-language-processing (NLP)-based, AI-powered Résumé Parsing & Rating System to 

boost and speed up hiring time [1, 5, 6]. With a focus on reducing format-inconsistency, bias 

and mistakes, the solution utilises up-to-date AI techniques for textual analysis and hiring 

decision-making, primarily transformer models (e.g. BERT) [13] and ensemble learning [3]. 

The approach is aligned with the growing adoption of unbiased, automated hiring processes [7, 

15]. 

The findings from the prototype show rapid, accurate and fair candidate selection, 

outperforming traditional approaches [16]. The platform already resolves key recruitment 

bottlenecks and leaves room for further improvements such as real-time processing and ATS 

integration [4, 8]. These advances turn the system into a ground-breaking tool that can make 

hiring decisions consistently and with virtually no clerical mistakes [9]. 

Exploring automated resume parsing some more, there is research to show the effectiveness and 

flexibility of using machine learning methods. This method addresses many problems in the 

recruitment industry including scalability, bias and wrong data interpretation. The user feedback 

and the ability to improve the system in an iterative way are other strengths; in particular they 

echo well with recent requirements on modern recruitment that calls for continuous 

improvement of ranking performance. The proposed system also considers different resume 

formats and provides an exact list according to job-specific necessities. 

2 Literature Survey 

Rule-based solutions were first introduced to manage the influx of candidate data, but AI in 

recruitment is now dominant [2]. Warusawithana et al. built a pattern-based parser for extracting 

basic résumé information, yet its effectiveness was limited by language complexity and 

formatting variation [10]. Early limitations underscored the need to move from static rules to 

dynamic, data-driven techniques [7, 15]. 

ML and NLP methods have since matured considerably. Devlin’s BERT model (and its 

successors) brought bidirectional contextual embeddings that improve text understanding for 

recruitment, whereas Gaur & Deshpande showed that NER can outperform naïve keyword 

matching when identifying skills in résumés [13]. Random-forest ranking remains a popular 

baseline: Sheikh et al. and Deepa et al. use variants of the algorithm to estimate candidate–job 

similarity with high accuracy [1, 3]. 

Format differences still hamper NLP screeners [10], and Vaishampayan et al. emphasise the 

moral obligation to mitigate bias in AI-driven recruiting [9]. Jayakumar et al. warn that limited 

computing resources constrain real-time deployments [8]. On the basis of these gaps, we 

propose a unified, scalable and fair hiring framework that integrates modern NLP with robust 

ML-based ranking. Table 1 show the Comparison among traditional, basic automated 

parsing and proposed NLP-based systems. 

 



Table 1. Difference b/w traditional and NLP based parsing systems. 

 

3 Methodology 

In order to automate and optimize the recruitment process, an extremely scalable and modular 

architecture-based AI-driven resume parsing and ranking system Hybrid NLP-ML Recruitment 

Automation Framework (HNM-RAF) has been developed. The first of the procedure was the 

collection of a range of job descriptions and resumes in order to normalize to plain text using 

Python-docx and PyPDF2 for the removal of noise, such as special characters. The parsing 

module utilized Natural Language Processing (NLP)techniques with the aid of spaCy for 

named entity recognition (NER) and a fine-tuned DistilBERT model for contextual correctness 

to extract skills, education, and experience. 

By using TF-IDF to vectorize job descriptions and parsed resume data, the ranking module made 

use of machine learning (ML), 

Where, 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑)  =  𝑇𝐹(𝑡, 𝑑) \𝑡𝑖𝑚𝑒𝑠 𝐼𝐷𝐹(𝑡)                                                                               (1) 

calculates the importance of a term ( t ) in document ( d ), with ( TF(t,d) ) as term frequency and 

𝐼𝐷𝐹(𝑡)  = \𝑙𝑜𝑔(\𝑓𝑟𝑎𝑐{𝑁}{𝑑𝑓_𝑡})                                                                                             (2) 

as inverse document frequency across (N) documents. 

Feature 

Traditional 

Resume 

Screening 

Basic Automated 

Parsing Systems 

Proposed NLP-

Based System 

Automated Process No Yes Yes 

Semantic Understanding No No Yes 

Named Entity Recognition (NER) No Partial Yes 

Bias Reduction No Partial Yes 

Structured Data Output No Partial Yes 

Scalable for High Volume No Partial Yes 

Time-Efficient No Yes Yes 

Customizable Parsing No Partial Yes 

Predictive Suitability Models No No Yes 



By tuning hyper parameters, a Random Forest classifier built from labelled information (e.g. 

"suitable"/"not suitable") was used to predict compatibility scores [6]. The implementation 

made use of the Transformers (Hugging Face), scikit-learn, and spaCy libraries and was 

wrapped up in a Flask web interface for live testing. 

Assessment was done using a holdout approach (80% training, 20% testing), using metrics such 

as F1-score to gauge performance. 

 Where, 

F1 = 2 \times \frac {\text {Precision} \times \text {Recall}}{\text{Precision} + \text{Recall}} 

balances precision 

(\𝑓𝑟𝑎𝑐{𝑇𝑃}{𝑇𝑃 +  𝐹𝑃}) 𝑎𝑛𝑑 𝑟𝑒𝑐𝑎𝑙𝑙 (\𝑓𝑟𝑎𝑐{𝑇𝑃}{𝑇𝑃 +  𝐹𝑁})                              (3) 

Research articles frequently utilize formulas to illustrate algorithms like TF-IDF or assessment 

metrics like F1-score, but these are frequently left out of introductory parts unless they are 

mathematically derived or compared. With plans to include OCR to handle image-based 

resumes, the system exceeded human screening and ATS benchmarks, cutting processing time 

to 2.3 seconds. 

A feedback loop for recurring retraining to adjust to changing task criteria was used to facilitate 

integration testing, which guaranteed smooth data flow between modules. Building on gaps in 

the literature, this strategy tackles scalability, format variety, and bias reduction while 

supporting the project's objective of automating recruitment. 

A feedback mechanism was included to improve system performance and user experience. 

Recruiters can offer comments on ranked prospects, which iteratively retrains the Random 

Forest model. This feature, which was created with Flask's backend capabilities, guarantees that 

the system can adjust to changing candidate profiles and job requirements, improving long-term 

scalability. In line with the project's objective of practical implementation, usability testing with 

a small group of HR professionals also confirmed the interface's intuitiveness and identified 

small changes to enhance navigation. 

The suggested methodology is displayed in fig 1. 



 

Fig. 1. Methodology for resume parsing. 

4 Results 

Based on a modular structure, the AI-powered resume processing system was developed to 

automatize and increase effectivity of hiring procedures. The system consists of two core 

modules: an NLP-based parsing module, and an ML-based ranking module. The first stage in 

the process is to collect data. To build and evaluate the system, we collected 50 job posts and 

500 masked resumes in text, Word and PDF formats to train and test the system. Resumes were 

converted to plain text with libraries such as PyPDF2 and python-docx in the pre-processing 

step. Then noise was eliminated by washing which included special characters and nonsense 

spacing. 

The parsing module employs NLP techniques to derive structured information from 

unstructured resume material. A proprietary rule-based layer, which handled format-specific 

anomalies (bullet points, and headers, for example), was developed and used in the generation 

of Named Entity Recognition (NER) through the use of spaCy), to identify entities such as skills, 

education, experience etc. To achieve most beneficial trade-off between efficiency and 

performance of the transformer model, a lightweight transformer model, Distil BERT was fine-



tuned on a sub-sample of the labelled resumes to capture contextual relationships and enhance 

the performance [3]). The extracted key candidate characteristics are presented in the output, 

which is a validated JSON-structured output and verified for its reliability manually with 

annotations. Fig 2 shows the Candidate info After Analysing the resume 

The ranker module scores the influence of the candidate for the position based on the job's 

particular requirements through machine learning. Important words and phrases were extracted 

by vectorizing job descriptions with TF-IDF and doing the same to parsed resume data to 

produce feature vectors. Rosie now uses a random forest classifier for predicting compatibility 

ratings, as it is more interpretable and better able to handle noisy data than other classifiers, 

such as a support vector machine and logistic regression, that were employed in a previous 

version to train on labeled data (e.g., whether the profile is "suitable" or "not suitable" based on 

recruiter feedback). Hyperparamter optimization was handled by grid search to optimize recall 

and precision granting efficient prioritizing of candidates. 

The system was implemented in Python, using open-source, including scikit-learn for machine 

learning, spacey and Hugging Face's Transformers for natural language processing, and Flask 

for a prototype web interface. Integration testing that ensured data flow was smooth between 

the ranking and parsing modules, and a feedback loop that allowed the model to retrain 

continuously on new data. As candidate's characteristics and the job description evolve over 

time, the adaptive design can better capture the reality of job opening. 

The data were split using the holdout method into 80% for training and 20% for testing. 

Performance metrics (e.g. processing time, ranking precision, and parsing accuracy (F1-score)) 

were compared with a commercial ATS and a manual screening process. Based on the lack of 

prior studies addressing these limitations identified in the literature review, the following 

methodology focuses on scalability, flexibility among different resume templates, and bias 

reduction through data-driven considerations. 

Fig. 2.  Candidate info After Analysing the resume. 



 

Fig. 3. Admin side view about the data of resume check. 

A pie chart highlighting projected field choices based on talent analysis from resume parsing 

highlights key fields, including Data Science (34%), Web Development (30%), and Android 

Development (21%). Fig 3 show the Admin side view about the data of resume check the 

system's capacity to pinpoint skill gaps and recommend specific areas for applicant development 

is highlighted by this visualization, which improves individualized career development. The 

integration of such insights into the AI-driven framework demonstrates the potential for 

optimizing skill enhancement and talent acquisition strategies in modern recruitment Fig 4. 

 

Fig. 4. Recommendations for candidate for parsing the resume to improve skills in particular 

area. 

The distribution of user experience levels determined by the resume parsing algorithm is shown 

in the chart. 61.9 percent of users were categorized as "Intermediate," and 38.1% were identified 

as "Freshers." This result illustrates how well the model can classify experience levels from 

resume text Fig 5. 



 

Fig. 5. User experience level in levels. 

5 Conclusion 

The proposed AI-powered resume parsing and ranking system successfully automates 

candidate screening using NLP and ML techniques. It improves hiring efficiency by extracting 

structured data from unstructured resumes and ranking candidates based on job fit. The system 

minimizes human bias and processing time while providing accurate, data-driven 

recommendations. Future work includes real-time processing and integration with recruitment 

platforms. 
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