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Abstract.  The distance measurement between uncertain data is an important basis for

accurate clustering. Taking full advantage of the uncertainty characteristics of the object

will help to represent the uncertain data more accurately and calculate its distance. Based

on the probability  distribution function  to  represent  the  characteristics  of  uncertainty

distribution,  this  paper  studies  a  method  for  measuring  distance between  uncertain

objects  based  on  stochastic  simulation.  The  effectiveness  of  the  proposed  method is

verified by experiments.
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1   Introduction

Under  the  background  of  the  rapid  development  of  the  Internet+  and  big  data,  data

acquisition  methods  are  more  abundant,  which may make  data  uncertain, including  the

uncertainties of  data  values  caused  by  inaccurate  raw  data  or  the  use  of  coarse-grained

datasets,  i.e. the uncertainties of attribute values. The existence of uncertainty increases the

complexity of data,  so that traditional data mining methods are difficult to directly use for

mining knowledge.

In  the  clustering  for  uncertain  data,  due  to the  uncertainties  in  data, the  distance

measurement between data objects may be disturbed to also be uncertain, which may further



affect  the  clustering  results.  Therefore,  related  researches  mostly  construct  a  data  model

capturing the uncertainty distribution of object, measure distance between uncertain data, and

finally based on a traditional clustering algorithm, such as K-Means, DBSCAN, or OPTICS,

form clustering algorithms, such as UK-Means [1],  FDBSCAN [2],  FOPTICS [3],  etc.,  to

cluster uncertain data  [4-6]. These algorithms usually represent an uncertainty object as an

area of uncertainty, and use the probability density function (Probability Density Function) to

build a model that conforms to the actual probability distribution of uncertain data as much as

possible. That is, the data model could describe the uncertainty characteristics of an uncertain

object. When measuring the distance between uncertain objects, because of the existence of

uncertainty, some studies using the expected distance method [1-4], which is calculated based

on the sample points representing the uncertain area, and is linearly integrated into one scalar

value. Its calculation efficiency is greatly affected by the number of sample points. Therefore,

in order to improve the calculation efficiency, [1,6] reduce the amount of calculation when

calculating the expected distance based on the pruning strategy, and improve the calculation

efficiency  of  the  expected  distance  by  defining  the  cluster  boundary.  [7]  calculates  the

expected distance based on information theory; and [8] improves the calculation efficiency of

the expected distance based on the center boundary. The difference between uncertain objects

is measured using the expected distance,  and the distance described by probability can be

linearly  integrated  into a  scalar  value. Another  research  idea  is  to  calculate  the  similarity

between  objects  based  on  uncertain  data  model.  The  uncertainty  model  represents  the

distribution  characteristics  of  uncertainty,  so  the  distance  between  uncertain  objects

represented  by  this  distribution  function  can  be  obtained  by  comparing  the  differences

between the distribution functions [9,10]. KL divergence is a common method for measuring

the difference of probability distribution. However, a major problem of KL divergence is that

it  does not have symmetry,  while the distance between objects in data mining needs to  be

symmetric. Therefore, the difference between the uncertainty distributions based on the KL

divergence is not the most appropriate.  We will propose a method to measure the distance

between uncertain objects to solve these problems.

2   Similarity Measurement Based on Stochastic Simulation

2.1 Distance measurement between uncertain objects



The uncertain  data model uses probability density function to represent the distribution

characteristics  of  uncertainty.  The difference  between  functions is  mainly reflected  as the

difference of the area formed by the definition domain and the function curve. The stochastic

simulation is an effective method to calculate such area.  There are two probability density

functions representing the uncertainties of two objects A and B in Figure 1. The difference

between the  two  functions in the definition domain  
 

is  shown as the shaded part  in

Figure 1, that is, the difference in area of non-intersecting parts formed by two curves and x

axis in the definition domain. Therefore,  we calculate  the  distance between uncertain data

represented by the probability model based on stochastic simulation method. 

Through  the  stochastic  simulation  method,  we  perform  a  large  number  of  random

samplings  on  the  definition  domain  of  the  probability  density  function,  and  perform  the

integral  operation  on the  difference  of  the  corresponding  function  values  to  obtain  an

approximate  difference  with  higher  accuracy.  For  uncertain  objects x i and ,  the

probability density functions describing their uncertainty distribution characteristics are f̂ x i

and
 

. Then we generate  random numbers: , in the union of their

definition domains. After the random numbers are generated, we can obtain the integral of the

difference between the probability density function in the specific definition domain, which

represents  the  difference  between the  probability  of  the  values of  uncertain  objects.  The

difference is the distance between uncertain data objects, which is shown in equation (1). 

 (1)

        The above method is described as follows:

DBU( , , , , )

Input:
 

, : the probability density functions of uncertain objects x i and
 

;

            , : the definition domains of x i and
 

;

             : the number of generated random numbers;

Output:  : the distance between and  .

Steps:

1) Define ;

2) Let ;

3) for  from  1 to :



4)     generate  random numbers in ;

5)     ;

6) end for

7) return .

Fig.1. Distance measurement between uncertain objects

2.2 Distance measurement on clusters

In different clustering processes, in addition to measuring the distance between objects,

dividing  the  clusters  that objects belong to also  involves  measuring  the  distances  about

clusters, including:  the distance between uncertain data object and cluster,  the distance① ②

between the clusters.

In the uncertainty-oriented clustering method, the objects in the clusters are described by

the  uncertain  data  model.  It  is  difficult  to  measure  distance  directly  based  on  the  set  of

uncertain models represented by the probability density function. Therefore,  we can firstly

extract the cluster characteristics based on uncertain data model, and then use the above DBU

method to measure the distance about clusters represented by the data model.

Figure 2 shows a set of probability density functions of objects within a cluster. Firstly,

based on the  stochastic  simulation method,   random numbers are generated in definition

domain,  and  the  values  of  each  random number  on  each  probability  density  function  are

obtained to the set . If they are regarded as the samples, we can get its uncertain

data model based on [11] for cluster . Therefore, the clusters consisting of uncertain data



can be expressed as a form of uncertain data model based on stochastic simulation, which is

used to represent the characteristic of the cluster.

  The distance between uncertain data object  and the cluster can be converted into a

distance between the uncertain data object and an uncertain model representing the cluster

characteristics.  While  the  distance  between  clusters  can  be  transformed  into  the  distance

between two uncertain data models representing cluster characteristics. Then according to the

Fig.2. Extracting the probability density function of one cluster

above DBU method, the distance between the probability density functions, i.e. uncertain data

model, could be calculated based on the random simulation.

3   Experiments

        This paper will compare the effectiveness of distance measurement methods on 5 UCR

datasets:  Beef,  Coffee,  Fish,  OliveOil,  Trace  [12],  with  the  other  two methods:  expected

distance [1],  and KL divergence based method [10]. The accuracy of the clustering results

could  indicate  the  effectiveness  of  the  proposed  distance  measurement  method.  We  use

Entropy and Purity [13] to  measure  the clustering accuracy.  The smaller  the value of  the

former is,  the better the clustering is. The latter is the opposite.  With the same clustering

method, the more accurate the clustering is, the better the distance measurement is.

        There is no uncertainties in the original UCR datasets, we need to construct uncertainties

based  on  the  method  mentioned  in  [14]  first.  The  uncertainties  can  be  described  by  the

samples representing the possible values, so we choose Gaussian distribution to generate  

samples for each object   in dataset  . There is a parameter   that is the unified

standard  deviation  when using  Gaussian  distribution,  where   represents  the  uncertainty.

Generate a center point , and then generate the other  samples based on Gaussian



distribution with  a   value  and   for  any  object   in  .  If  we choose  different

parameters, we could obtain different probability density functions for uncertainties of each

object   in  .  Then we can get  uncertain  objects  with different  uncertainty distribution

characteristics. 

        Therefore, we will use the above method to generate the uncertainties for the UCR

datasets, and verify the effectiveness of our proposed method, comparing with the other two

distance measurement methods, based on the idea of K-Means clustering algorithm.

Figure 3 shows the comparison results of clustering accuracy. Compared with the other 

two distance measurement  methods, it  can be seen that the proposed method could obtain

more accurate clustering results on the datasets. This is because the construction of uncertain

data models and the distance measurement between uncertain objects both make full use of the

characteristics of uncertainty.

Fig.3. Comparison of clustering accuracy on UCR datasets

        Figure 4 shows the comparison of the execution time of the clustering process when the

number of sample points are gradually increased. The results indicate that on several datasets,



Fig.4. Comparison of clustering execution time on UCR datasets

the DBU method performs better than the expected distance, and is close to the execution time

of the method based on the KL divergence. It shows that the proposed method could not only 

help to obtain more accurate clustering results, but also have higher calculation efficiency.

Conclusion

        This study is oriented to data with attribute uncertainty. To solve the problems in the

calculating  distance  between  uncertain  objects,  a  distance  measurement  method based  on

stochastic  simulation  is  proposed  based  on  the  uncertainty  distribution  characteristics

represented by probability density function. The proposed method could not only ensure the

accuracy of the metric due to the calculation based on uncertainty distribution characteristics,

but  also improve the  efficiency  of  the  distace  calculation  used  stochastic  simulation.  The

validity  and  accuracy  of  the  proposed  method  are  verified  through experiments  on  UCR

datasets.
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