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Abstract Generally, Transfer Learning (TL) or Domain Adaptation (DA) are used to solve domain
inconsistency, but the conventional domain adaptation methods mostly only consider local
information and ignore global information, and only consider one-way data and ignore the
possibility of two-way data. Therefore, in this paper, we proposed an interactive
representation-based framework for domain adaptation. In the novel framework, two low-rank
based interactive representation models are built on both of source and target domains, which can
be used to better align distribution discrepancy. Then, a distance constraint is designed to model
the subspace relationship between source and target domain. Finally, the label-based regression is
jointly used to earn extra discrimination for classification. Experiments on a number of public
databases demonstrate that our method has competitive performance among comparison methods.
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1 Introduction
In most machine learning methods, training set and test set are generally considered to have

similar distribution. However, in the real world, the training and test set are affected by light,
Angle, background, Fig.1 show a few of pictures of different distributions, Therefore, the question
of domain inconsistencies arises, that is, training sets and test sets cannot have similar
distributions. However, domain inconsistency will lead to the reduction of classification accuracy
when classifying images[2]. Usually, the solution to the problem of domain inconsistency is
Transfer Learning or Domain Adaptation[3].

Supervised[4], semi supervised[5] and unsupervised[6] are three DA strategies. Domain
adaptation can be used to solve the question of data coming from two different domains but
related to each other. The method of domain adaption is to explore the invariant structure in the
two domains, through which a subspace can be found to connect the source and target domain[12].
In this paper, we think that the domain adaptive method only considers the unidirectional
alignment of data sets and ignores the possibility of bidirectional alignment. Therefore, we
advance a subspace learning method based on interactive representation. The main contents of this
method are as follows:

(1) Inspired by the alignment of two domains, we propose an interactive representation
model based on two low rank. In this model, we make the two domains align with each other. In
addition to making the target domain use the linear representation of the source domain, we can
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also make the source domain use the linear representation of the target domain.
(2) A distance constraint is added to the model, which makes the two domains approach each

other infinitely, and further achieves the effect of mutual representation.
(3) In order to obtain extra discrimination information, we explore a great of label

information in source domain to strengthen the robustness of the model.

Fig. 1. Examples of different distributions in dataset CMU

2 Related Works
We will introduce two topics related to research work, namely low rank and subspace

learning.
2.1 Subspace Learning
In the field of pattern recognition and image classification, Subspace learning has been used.

It is expected to find a subspace in which all required data are kept. Subspace level method can
align the features of both domains. For example, PCA will project data along the direction of the
maximum variance. PCA pursues to maximize the internal information of data after
dimensionality reduction. It does not consider classification information. LDA seeks the most
effective recognition direction by minimizing the ratio between in-class and inter-class scatterers.
What LDA pursues is that data points after dimension reduction can be distinguished as easily as
possible. LDA pursues that the data points after dimensionality reduction can be distinguished as
easily as possible, that is, the data has better separability in the low dimensional space, so that the
data samples after dimensionality reduction have not only the largest distance between classes, but
also the smallest intra class variance in this new dimensional space. SA[1] mainly searches for a
linear mapping by aligning the subspaces covered by vector features, which can find a domain
invariant feature space. The ULRA method proposes a special logarithmic determinant function to
approximate the rank function. It reduces the contribution of large singular value to kernel norm
while keeping the contribution of small singular value close to zero[15].

2.2 Low-Rank
During the old days, low-rank learning has become a study hotspot and has been widely used

in many applications[7], such as image clustering, discriminant subspace learning and outlier test.
When data is affected by noise, Wright[8] proposed a robust principal component analysis method
for recovering the low-rank property of data structure. RPCA is a typical low order method of
study. The principle of the observation matrix can be broken down into low rank matrix and the
sum of sparse matrix. The purpose of RPCA is to recover from low rank matrix to the observation
matrix. It can correspond to a rank minimum optimization problem, in the shadow removal and
background modeling has a good effect in actual application. When images, high-dimensional data
and some unbalanced data are encountered, Peng proposes a classification method based on
Discriminant ridge regression (DRM). DRM does not need to find binary similarity, but estimates



the representation of a new example as a soft similarity vector by minimizing the fitting error in
the regression framework, so that the model has a continuous neural network supervision label[14].

Low rank said it would RPCA from a single subspace extends to more subspace, but most of
the low rank representation may encounter the problem of insufficient samples. if only to make a
study of domain data information for the final model will be no good robustness. Therefore, the
potential of low rank representation method was used to solve this problem are put forward[9][10].

Recently, a few studies have proposed the introduction of low rank constraints in transfer
learning.[11]. The learning method of low-order transfer subspace is to constrain the Shared
subspace of two domains, while the adaptive method of low-rank domains is to use low-rank
representations to reduce the difference in domain distribution[13]. Our method is different from the
method above, which only adopts one-way domain alignment in subspace learning, while our
proposed IRSL method is the interactive representation of two domains, not only the training set
alignment test set, but also the test set alignment training set.

3 IRSL:Interaction representation-based subspace learning
3.1 Mathematical Notation

We define the characters required below. The identifier of the source domain is

},{ s syXS  ，The identifier of the source domain is },{ t tyXT  ，where sD
s RX n and

tnDRX t are samples, sy and ty are labels. In the source domain, sn represents the amount

of samples and dDRP s represents the projection. In the target domain, where dDRP t

represents the projection, tn represent the amount of samples. D represents the dimension of the

primitive samples. d is the dimension of the subspace. ts nRZ  n represents the reconstruction

matrix.

3.2 Formulation
In this section, the IRSP method can solve the domain inconsistency problem by learning a

subspace. In IRSP, we introduce a subspace learning model based on interactive representation.

First of all, we can learn tP from the invariable information in the data. Then, we expect to find

an invariant subspace. In this subspace, the target domain and the source domain are infinitely
close. Therefore, the target domain and the source domain can be expressed linearly with each
other. In this way, the two domains achieve the interactive effect, and the two domains achieve a
better effect in alignment with each other. Mathematically, A low-order model can be formed, that
is, a low rank constraint is used to realize the reconstruction matrix, and its expression is as
follows:
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Then, we hope to settle the question of domain inconsistency by aligning the two domains.



Therefore, we set the distance constraint on the subspace of the two domains so that the two fields
are close. This distance constraint can be achieved by minimizing L2 norm:
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This formula can retain the useful information of two datasets to a great extent, meanwhile,

adjust the subspaces of two domains. Therefore, a better tP can be obtained.

For the final classification model, it is not enough to use only subspace to distinguish, and
extensive label information in the source domain is ignored. Therefore, we suggest labels in the
two domains into the classification model to obtain additional discrimination information and
improve the resolution of the model. In order to make the best of the known label information in
the source domain, we define the constructed label matrix Y as:
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The purpose of introducing labels into the model is to find a discriminative tP , which is

similar to a subspace between domains. The formula can be expressed as follows:
2
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Where  tXXX ,s .

We can get the final formula by Eqs. 1, 2 and 4, as follows:
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Where  , and are trade-off paramenters to balance the constraints.

3.3 Optimization
It can be seen from formula (5) that when Y is fixed, four variables will be involved.

Therefore, solving formula (5) by the method of inexact augmented Lagrange multiplier method
(IALM), in which two auxiliary variables L1 and L2 are involved. Formula (5) is converted into:
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Using the variable alternation strategy, we can get the following results by derivation:
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where 1Y and 2Y are Langrange multiplier, 0 is a penalty parameter. tP can be

obtained by IALM algorithm.

4 Experiment
A. Data set

4DA data set: There are four domains in 4da: Amazon (A), Webcam (W), DSLR (D) and
Caletch(C). There are 10 shared categories in these four domains. We experiment with these four
domains alternately as source and target domain, that is to say, we have carried out cross domain
experiments of 12 tasks.

CMU PIE Face data set: PIE includes 41368 pictures taken by 68 people in 13 different
postures and 21 different kinds of light. The size of these 41368 pictures is 32x32. We divide these
pictures into 5 different postures, P1 is left postures, P2 is up postures, P3 is down postures, P4 is
positive postures, P5 is right postures.
B. Experimental setting

The dimension d of the learning subspace is set to the category number c in each data set.
According to a large number of experiments, the optimal accuracy can be obtained by setting the
trade-off parameter a to 25, as shown in Figure 2.
C. Comparisons With Other Approaches

In this section, we compare with SA, JDA and TSL in the above two datasets. Table 1 and
Table 2 shows the results of the above method comparison. From the table, we can see that the
classification performance of the proposed IRSP method is the best.

Table 1. Accuracy(%) of 4DA data set

Data Set SA[1] JDA TSL[12] IRSP
C—>A(1) 48.02 51.46 52.30 57.10
C—>W(2) 31.86 41.36 40.34 57.97
C—>D(3) 42.68 46.50 49.04 50.32
A—>C(4) 34.37 43.90 43.28 44.70
A—>W(5) 33.90 33.90 34.58 47.80
A—>D(6) 38.85 33.76 38.85 47.13
W—>C(7) 30.01 31.17 31.43 38.47
W—>A(8) 32.15 36.33 34.66 41.34
W—>D(9) 83.44 77.71 79.62 83.35



Table 2. Accuracy(%) of CMU data set

Fig. 2. Parament sensitivity analysis

5 Conclusion

In this paper, We propose a subspace learning based on interactive representation framework
to solve the question of domain inconsistency. In this framework, We align the two fields and
make the two fields as close as possible. In order to achieve this better, We further constrain the
distance of the model to make the two domains closer. Finally, In the source domain, we take full
advantage of the known label information to obtain additional classification information, so as to
increase the robustness of the model. A great of experiments show that our way is superior to the
existing method.
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