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Abstract: Aiming at the problem of low accuracy in traditional image sensitive information recognition

methods,  a  new  image  sensitive  information  recognition  method  based  on  machine  learning  was

proposed.  The pre-processing operations of  de-noising and detail  sharpening are  carried out  for  the

recognition image, and the pre-processing image features are extracted from the three perspectives of

color, shape and texture. The image sensitive information is retrieved by combining the extracted image

features.  Based  on  the  principle  of  support  vector  machine  (SVM)  in  machine  learning,  an  image

classifier  is  designed  to  realize  the  classification  and  recognition  of  image  sensitive  information.

Compared with the two traditional image recognition methods, it is proved that this method has higher

precision,  shorter  recognition  time  and  is  more  suitable  for  the  recognition  of  image  sensitive

information.
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1 Introduction
With  the  rapid  development  of  Internet  technology  and  mobile  communication

technology, people's access to information becomes more convenient and diversified. There

are a lot of sensitive information mixed in these information, including pornography, violence,

contraband, cult and reactionary sensitive content information, which brings a huge challenge

to the information security review of the network information regulatory department.  Image

recognition  is  widely  used  in  real  life,  and  image  recognition  technology  is  gradually

improved  with  the  development  of  science  and  technology.  Images  are  closely  related  to

human life [1-2]. As the main source of information about the external  world, people rely

more  and  more  on  pictures  for  communication,  which  brings  convenience  to  life  and

highlights  the  importance  of  visual  technology.  People's  dependence  on  network

communication makes the amount of image information on the network increase continuously.

With the continuous development of network and other related technologies, a large number

of images containing sensitive information are widely spread on the network, which has a
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negative  impact  on  social  development.  Therefore,  the  research  on  image  sensitive

information recognition methods is  more and more important  [3-4].  The traditional  image

sensitive  information  recognition  method uses  emotion  to  distinguish,  mainly for  the  text

information contained in the image to identify, has certain limitations. The image sensitive

information recognition method based on image feature extraction needs to compare the image

features several times in the process of recognition.

Machine learning is an interdisciplinary subject involving probability theory, statistics,

approximation  theory,  convex analysis,  algorithm complexity  and other  theories.  Machine

learning is to simulate the human brain, so that the machine can learn autonomously just like

human,  so as  to  acquire  new knowledge or  skills,  and reorganize  the existing knowledge

structure to continuously improve its performance [5]. Human mainly obtains the surrounding

things  through  vision,  presents  the  images  through  the  eyes,  and  finally  forms  relevant

concepts in the brain through certain abstraction and reasoning [6]. Machine vision in machine

learning is to use machines to simulate the human brain, obtain pictures through equipment,

and then after certain processing and feature extraction, finally identify relevant information.

The core of machine learning is the training of classifier [7]. Through continuous training and

adjustment,  a  good  classifier  model  is  finally  obtained  to  realize  accurate  recognition  of

things.  The good learnability  of  machine  learning  means  that  this  method can  be  widely

applied in the field of image recognition [8]. Based on the above analysis, this paper proposes

an image sensitive information recognition method based on machine learning.

2 Research on image sensitive information recognition method based on
machine learning
2.1 Image preprocessing

For  the  image  to  be  recognized,  image  denoising  and  image  detail  sharpening  are

required. Since certain noise points will be included in the image, the existence of noise points

will affect the accuracy of image feature extraction and subsequent recognition, so the noise

needs to be filtered out before identifying sensitive information of the image [9-10].

In  this  paper,  the  image is  denoised  by  means  of  mean filter  and  median  filter.  Let

 be the noisy image to be processed, and the image processed by mean filtering is

, which can be expressed by the following formula.

                 (1)

In  formula  (1),   is  the  set  of  coordinates  of  all  pixel  points  in  the  window



neighborhood calculated by the mean filter template, and  is the total number of all pixel

points in the window neighborhood. Mean filtering is suitable for denoising images with larger

Windows, that is, images with larger sizes [11]. However, mean filtering can erase certain

image details. Therefore, median filtering technology is used to filter images.

Set  the  center  point  of  the  image  as  ,  arrange  all  pixel  points  in  the

neighborhood centered on point  in descending order according to the gray value of

the pixel, and take the middle value after sorting as the current pixel point, that is, the center

point of the neighborhood. The 3×3 template was used to replace the original gray value of the

central pixel with the median value, and the median value was filtered to obtain the image

 after two filters, and the denoising of the image was completed [12].

After denoising the image, the boundary contour of the image will be blurred, so the

image needs to be sharpened. For denoising image  , the gradient at   of a

certain pixel in the image is represented as vector .

                     (2)

The direction of vector   gradient is the maximum change rate of  , and the

difference  processing  method is  used  to  calculate  the  gradient  of  image  .  After

calculating the gradient, the following formula is used to further correct the gradient.

                    (3)

In  formula  (4),   is  the  gradient  threshold,  and   is  a  non-negative  value.  An

appropriate threshold is selected to highlight the edge contour of the object to be examined in

the image [13]. After image preprocessing, image features are extracted.

2.2 Image feature extraction

Image feature is the key of image recognition. Image feature can be divided into global

feature and local feature.  In this paper, image features are extracted from color, shape and

texture. Color histogram is used to extract the color features of the image. Color histogram is



to calculate the frequency of each gray scale in the color [14-15]. The gray scale of color

histogram represents the color brightness of the image. The horizontal coordinate represents

the gray scale of the image , and the vertical coordinate represents the probability of gray

scale appearing in the image . The calculation formula of color histogram is as follows:

                    (4)

In formula (4),   is the number of pixels of the  -th grade gray scale, and   is the

sum of pixels in the image. After the color features of the image are extracted, shape features

in the image are further developed. In this process, the edges of things in the image need to be

detected first [16].

The  Sobel  operator  is  adopted  to  image  edge  detection,  Sobel  operator  is  a  discrete

convolution template, according to the brightness of the image channel matrix for convolution

operation, detecting the edge of the object in the image to find the boundary of the pixel values

mutations, Sobel operator is through the horizontal, vertical and two direction of image edge

detection, so you need to ,  convolution template in two directions, as shown below:

                           (5)

                         (6)

According to the above template, the operation process of convolution operation on the

image is as follows:

                            (7)

In formula (7),   and   are the gray values of edge detection in the horizontal and

vertical directions of the image respectively, and 6 are the image brightness channel matrix

[17-18]. The calculation formula of each gray value of the final edge detection matrix is as

follows:



                         (8)

After  detecting  the  edges  in  the  image,  shape  features  in  the  image  are  extracted

according to the edge feature map. Rotate from 0 ° to 360 ° with the image center as the

origin, count the number of image pixel points whose gray value is not 0 on each Angle, draw

the histogram with the Angle as the abscissa and the number as the ordinate, and normalize the

histogram to make the distribution of the resulting histogram more uniform [19]. After the

shape  feature  of  the  image  is  obtained  from the  histogram,  the  image  texture  feature  is

extracted.

Texture is an important visual feature of the image, because the change of gray level of

the  image  shows  certain  rules.  Texture  shows  the  spatial  information  of  image  internal

structure and pixel distribution [20-21]. In this paper, gray co-occurrence matrix algorithm is

used to extract image texture features.

For a complete image, it can be seen that there are  points in the horizontal direction,

represented  by   and   respectively.  There  are   points  in  the  vertical

direction, represented by   and   respectively. There are   levels of pixels,

 respectively.   is  used to  represent  the level.  Therefore,  the  image can  be

regarded as a gray matrix of .

After the image is converted into gray image, the gray image is quantized according to

the size of the image. If the gray level co-occurrence matrix of the quantized gray level image

is , take the specific direction , and the value of direction  is 0 degree, 45 degree, 90

degree and 135 degree [22]. The texture parameters are then calculated.

Image texture energy represents the thickness of texture. The larger the energy value is,

the stronger the texture vein is. The smaller the energy value is, the more detailed the texture

vein is. The calculation formula of image texture energy is as follows:

                         (9)

In formula (9),  is the image texture energy,  is the probability that the gray

level of the image appears in a unit distance in a specific direction from level   to level  

[23]. At the same time, the moment of inertia can also represent the thickness of texture. The

formula of moment of inertia  is as follows:



                  (10)

It can be seen from the above formula that the smaller the value of , the stronger the

texture vein of the image; the larger the value of , the more detailed the texture vein of the

image. Entropy is used to express the complexity of image texture, and its calculation formula

is as follows:

                (11)

It can be seen from the above formula that the smaller the entropy value of   is, the

simpler the texture is, the larger the value is, and the more complex the texture is. In order to

recognize the sensitive information in the image, the similarity degree of the row and column

directions of the texture in the image is calculated according to the following formula.

                (12)

In the above formula,   and  are mean values, and  and  are variance. To

sum up, the texture features of the image can be obtained by calculating the mean and variance

of , ,  and . After extracting the features of the image, the sensitive information

contained in the image features is retrieved.

2.3 Image sensitive information retrieval

Image  sensitive  information  can  be  divided  into  illegal  bad  information,  involving

personal  privacy,  images  containing  exposure  behavior  and  text  embedded  in  the  image.

Therefore,  according to the image features extracted above, the image to be recognized is

roughly  divided  into  two  categories,  including  text  and  not  including  text,  and  sensitive

information retrieval is carried out respectively.

For the image sensitive information retrieval without text, the fusion convolution neural

network and image color  feature  algorithm are  used first,  and  the  specific  process  of  the

algorithm is shown in the Figure 1.



Fig. 1 Flow chart of fusion convolution neural network and image color feature algorithm

Based on the color features extracted in the above section, in order to further characterize

the sensitive information in the image, this paper uses the first-order moment, second-order

moment and third-order moment of color to further characterize the color features. After the

image is transformed from RGB space to HSV space, the first-order moment, second-order

moment and third-order moment can be used as elements in a row of three column vectors to

represent the color moment vector of a certain channel of the image.

The first-order moment value is the mean value of all elements of a channel matrix, the

second-order central moment is the pixel variance of the image channel, and the third-order

moment is the cube root of the ratio of the difference cubic matrix value of the channel to the

total number of image pixels. Three channel vectors in HSV space are sequentially spliced,

and the vector  of  image color  moment  is  finally  described as a  vector  with 1 row and 9

columns. Thus, the expression of normalized color feature vector of HSV spatial model is

obtained as follows:

                           (13)

Where,  represents the number of elements in the color feature vector,  represents the



-th element in the normalized color feature vector,   represents the  -th element in the

color feature vector before normalization, and  represents the total number of elements in

the vector. After the retrieval algorithm retrieves the sensitive information in the image, the

image is input into the image sensitive information classifier, waiting for further processing.

The retrieval of image sensitive information containing text is mainly carried out by the

texture width and color feature of a certain part of the image. In general, the text area in the

image has relatively stable texture width and relatively uniform color features. According to

the  image  features  extracted  above,  the  image  containing  text  is  screened.  Sensitive

information  character  detection  based  on  context  content  is  carried  out  for  the  screened

images.

In order to save the operation cost of this method, the convolutional neural network is

used to detect the sensitive characters in the image. The sample set of sensitive characters was

established, which was used to train CNN and determine the parameters of the convolutional

neural  network.  Assuming  the  training  set  is  ,  the  neural

network parameters are trained by the gradient descent method. The loss function of the whole

sample set is defined as  , and the local minimum value is obtained by using the

gradient iteration method, i.e.

             (14)

Where,  is the learning rate of the convolutional neural network. After determining the

parameters  of  the  convolutional  neural  network,  the  character  detector  is  used  for  sliding

detection, and the region containing text is extracted from the image. The similarity between

the  detected  characters  in  this  region  and  the  elements  in  the  sample  set  of  sensitive

information  is  calculated.  If  the  similarity  is  greater  than  0.5,  the  character  sensitive

information in the image is determined to be retrieved. If the similarity is less than 0.5, the

sensitive information of character class is not detected. After the sensitive information in the

image is  detected,  it  is  further  processed in the classifier  to complete the image sensitive

information recognition.

2.4 Image sensitive information recognition based on machine learning



In this paper,  the SVM principle in  machine learning is adopted to  design an image

classifier and realize the recognition of image sensitive information. The kernel function and

penalty  coefficient  are  the  core  parts  of  SVM.  The  kernel  function  is  to  map  the  linear

indivisible vectors of low dimension to the linear separable vector space of high dimension.

Penalty factors can be adjusted accordingly when the samples are misclassified to reduce the

case of misclassification, so the generalization ability of the classifier should be guaranteed.

SVM first performs classification calculation in low-dimensional space, then maps low-

dimensional space to high-dimensional feature space, constructs optimal hyperplane in high-

dimensional feature space, and separates data. The conversion process from 2d dataset to 3d

space is shown in Figure 2.

Fig. 2 Spatial dimension transformation diagram

The final expression of the SVM can be converted into the following form.

                  (15)

In the above equation,   is the vector  in the dataset,   is the Lagrange multiplier

corresponding to dataset , and  is the decision character of . In the process of data set

classification, the following classification function is constructed.



                      (16)

Function   converts  a  dataset  from  two  dimensions  to  three  dimensions.  The

sensitive information in the image contains multiple categories, so it is necessary to design

multiple classifiers for classification. According to the idea of binary tree, the multi-classifier

as shown in the figure below is constructed. After  classification divisions, the required

 categories can be identified.

Fig. 3 Binary tree multi-classifier structure

The image sensitive information feature set was used to train the multi-classifier, and the

classification  parameters  of  SVM were  obtained  after  the  training.  Input  the  image to  be

recognized, and after the above processing, calculate the similarity between the image and the

feature vector of the sample set in the SVM. If not, the classification is stopped to realize the

recognition  of  the  sensitive  information  of  the  image.  So  far,  the  research  on  the  image

sensitive information recognition method based on machine learning has been completed.

3 Experiment 
In order to verify the effectiveness of the image sensitive information recognition method

based on machine learning studied in this paper, comparative experiments will be conducted to

evaluate the practical application effect of the research method in this paper by analyzing the

experimental results.

3.1 Experimental contents



In the form of comparative experiment, the comparison group of the experiment is the

image recognition method based on principal component analysis and the image recognition

method based on template matching, and the test group is the image sensitive information

recognition method based on machine learning studied in this paper. The comparison index of

the experiment is the precision and recognition time of three different recognition methods,

which are used to evaluate the advantages and disadvantages of the three recognition methods.

In  order  to  ensure  the  scientific  validity  of  the  experimental  results,  unique  experimental

variables were controlled during the experiment to complete the experimental verification.

3.2 Experimental preparation

The experiment was completed on three computers with the same configuration. The

experiment  was  divided  into  three  groups  according  to  the  data  type  for  experimental

verification. The specific parameters of experimental data are shown in the following table.

Table 1 Experimental data parameters

Group The data type Total
data

Quantity of sensitive information

A11 The image contains clear text 15680 5372
A12 46873 21796
A13 3600 1276
A21 Images do not contain text 22134 5341
A22 4236 983
A23 1367 421
A31 Image information blur 3546 437
A32 6078 1592
A33 10854 4375
Three  identification  methods  were  used  to  identify image sensitive  information from

different  experimental  data,  and  the  accuracy  of  the  three  methods  was  recorded.  The

experimental results are as follows.

3.3 Experimental results

The experimental results are shown in the following table. By analyzing the data in the

table, relevant conclusions of this experiment are drawn.

Table 2 Accuracy rate(%) of sensitive information by different identification methods

Experimental
data number

Method based  on  principal
component analysis

Template  matching
based approach

This  paper's
method

A11 54.70 68.10 90.30
A12 62.10 62.30 82.40
A13 67.60 66.50 83.80
A21 54.90 57.50 84.20
A22 62.70 65.20 86.50
A23 63.50 56.30 85.60
A31 61.60 62.40 82.40



A32 62.50 63.70 83.20
A33 63.90 71.40 94.10

It can be seen from the above table that the accuracy of the research method in this paper

is higher when different experimental data are identified as image sensitive information. In the

comparison  group,  the  accuracy  of  the  image  recognition  method  based  on  principal

component analysis is lower than that based on template matching. During the calculation, the

average accuracy of the three identification methods was 61.5% for the identification method

based on principal component analysis, 63.7% for the identification method based on template

matching, and 85.83% for the identification method in this paper. 

On  the  basis  of  the  above  experiments,  compare  the  recognition  time  of  different

methods, and the results are shown in Figure 4.

Fig. 4 Comparison of recognition time of different methods

Analysis of the above figure shows that the recognition time of the recognition  method

based on principal  component analysis from 4.0s  to 4.5s,  and the recognition time of  the

recognition method based on template matching changes from 1.9s to 2.7s. The recognition

time of the method in this paper is always less than 1.0s, with short recognition time and

higher efficiency.



In conclusion, this method can realize the fast and accurate recognition of image sensitive

information.

4 Conclusions
In order to solve the problem of low accuracy in traditional image sensitive information

recognition methods, a new image sensitive information recognition method based on machine

learning is proposed. The pre-processing of denoising and detail sharpening is carried out for

the recognition image,  and the  image sensitive information is  retrieved  by combining the

extracted  image features.  Based  on  the  principle  of  SVM in  machine  learning,  an  image

classifier  is  designed  to  realize  the  classification  and  recognition  of  image  sensitive

information.  The  simulation  results  show  that  this  method  has  higher  accuracy,  better

performance, better practical  application and reliability, which provides a new idea for the

further development of image sensitive information recognition technology. In the future, with

the  strengthening  of  the  national  government's  supervision  on  the  network  information

security, it is necessary to study the issue that many illegal institutions and individuals use

image to  release  sensitive information,  so as  to  further  curb  the  image transmission with

sensitive information, so as to purify the network environment, reduce the transmission of

sensitive information on the physical and mental health of young people and social harmony

adverse effects of stability.
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