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Abstract: The current remote monitoring system for network equipment faults mainly uses three

technologies: web, Internert, and CAN. Although these three systems meet the needs of the monitoring

scope.However, when collecting data, due to insufficient information and simple analysis of the data, the

accuracy of system monitoring is poor.To this end, a remote monitoring system for embedded network

equipment faults based on the Internet of things is studied.Based on the requirements analysis and

combined with the industrial Internet of Things technology, the overall scheme of the system is given,

and the system hardware design is carried out from the three aspects of the collector, communication

equipment and host, and the corresponding software is designed in detail based on the three main system

hardware. The results show that compared with the three remote monitoring systems for network

equipment faults based on web, Internert, and CAN, the system has higher monitoring accuracy while

ensuring the monitoring range, which indicates that the system has stronger comprehensive monitoring

performance.
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1 Introduction
With the rapid development of social science and technology, research and innovation in

various fields are constantly emerging, and knowledge has grown rapidly in the form of
explosion.Some of the main characteristics of the information age are networking,
digitalization, and informationization. Because the characteristics of the network can transmit
information very quickly, the realization of informatization must rely on a perfect network [1].
The Internet has now developed into the lifeblood of today's information society and a key
foundation for the development of the knowledge economy, and has had a significant impact
on all aspects of social life, especially social and economic development. Since the 1990s,
computer networks, typified by the Internet, have developed rapidly. From the initial scientific
research and education network to a commercial network, it has gradually changed all aspects
of our work and life and accelerated global informationization. The process of the revolution,
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now people's work, life, study and communication can not leave the Internet.In this context,
more and more devices are connected to the network, and the types of network devices are
increasing. The current basic network devices are: computers, hubs, switches, bridges, routers,
gateways, network interface cards (NICs), wireless Access points (WAP), printers and
modems, fiber optic transceivers, fiber optic cables, etc., so failures are unavoidable, which
brings a lot of inconvenience to people's lives and work [2]. Network equipment failure
monitoring is of great significance to the long-term normal operation of communication
systems, and to social production and life, as well as national defense security.In some special
environments such as military weapon systems, the reliability of network systems is
particularly important. Especially during the execution of certain critical tasks, the occurrence
of network failures may lead to the loss of important information and even cause mission
failure.Fault prediction for network equipment is of great significance for improving the
reliability of network systems, ensuring the smooth execution of key tasks, and reducing the
burden of network management and maintenance.

Currently, network equipment fault monitoring systems mainly include three types of
network equipment fault remote monitoring systems based on web, Internert, and CAN.
However, although the monitoring scope of these three systems meets requirements, the
monitoring performance is insufficient. Aiming at the above problems, a technical solution of
the remote monitoring system for embedded network equipment faults based on the Internet of
things is proposed.In the absence of monitoring, notify the network administrator of the faulty
device name and other information in the form of a mobile phone message in real time, so that
the network administrator can detect the network fault in a timely manner and repair the fault
in a short time to ensure network smoothness and data security [3]. The test results show that:
compared with the fault remote monitoring system based on web, Internert and CAN, the
system has better monitoring performance, a wider monitoring range, and has reached the
expected goals of the research.

2 Design of remote monitoring system for embedded network equipment
faults

With the rapid development of the current Internet of Things technology, related
equipment has entered the era of the Internet of things, making the application rate of different
intelligent IoT machinery and equipment continue to increase. The normal operation of the
network center equipment is the basic condition to ensure the unit's Internet of things access.
Sudden failures in the network equipment during operation will cause great losses if it is not
repaired in time. Therefore, effective methods are sought to ensure the normality of the
equipment Operation has become a hotspot for related personnel analysis [4]. For this reason,



designing a reasonable intelligent IoT equipment fault monitoring system has high application
significance.
2.1 system framework

Industrial Internet of Things technology can help enterprises to establish a complete
network architecture and realize the monitoring and management of the entire production
process of equipment. At present, the industrial Internet of things technology is relatively
mature, and there are successful cases in other industries. Therefore, it is feasible to apply the
Industrial Internet of things technology to the equipment digital monitoring industry [5]. The
Industrial Internet of things model is divided into four levels. This section divides the
hierarchical structure of the equipment monitoring management system based on the industrial
Internet of things model and system requirements. It is divided into physical layer,
interconnection layer, network layer, data layer, service layer, application layer, as shown in
Figure 1.

Fig.1 IoT technology hierarchy

Physical layer: Mainly refers to the underlying physical equipment and perception system.
During the operation of network equipment, its operating data will be stored by the
equipment's PLC, so the physical equipment and sensing system here mainly refers to the PLC
of the machine tool equipment [6].

Interconnection layer: It mainly refers to the interconnection communication system of



network equipment. It is responsible for the interconnection between equipment and the
interconnection between the equipment and the network layer, and collects the equipment
operation data in the equipment PLC, and sends these data to the network layer.

Network layer: It refers to the network equipment monitoring network system, which is a
communication bridge between the systems, corresponding to various network systems in the
production environment. In the factory, the production data collected by the interconnection
layer needs to be passed upwards, and at the same time, the operation instructions of each
device need to be issued to the interconnection layer. Due to the strong functionality of
industrial Ethernet, it is suitable for various complex environments. Industrial Ethernet is
mainly used as a device monitoring network system [7].

Data layer: Mainly refers to the network equipment monitoring database to realize the
classified storage of real-time operating data of the equipment.

Service layer: Refers to the network equipment monitoring service system, which
summarizes and organizes equipment operation data to meet the requirements of enterprises to
implement digital monitoring.

Application layer: Network equipment monitoring and management information system,
through the analysis of network equipment operation data, the overall control and optimization
of operation.

Based on the analysis of the composition of the Internet of things technology, the
architecture of the device monitoring and management system is designed. As shown in Figure
2, it is mainly divided into four levels: the device interconnection acquisition layer, the
network transmission layer, the data storage layer, and the application service layer.

Fig.2 System framework hierarchy

2.2 System hardware



In terms of physical layout, the system adopts a split design, which is divided into a host
and a collector. This design can prevent the signal from being shielded when the system uses
wireless transmission. The host implements the core functions of the front-end monitoring
system, which can be installed in network equipment, and the collector is responsible for data
collection [8]. The host and the collector can use GPRS communication. The hardware module
diagram of the front-end monitoring system is shown in Figure 3.

Fig.3 Hardware module diagram of the front-end monitoring system

（1）Collector
In this paper, the system data acquisition module is mainly responsible for collecting

real-time parameters of the faulty equipment in the IoT environment, and detecting the system
status of the faulty equipment.

（1 is communication line, 2 is LF2407A chip, 3 is converter）
Fig.4 Circuit physical diagram of the data acquisition module

The data acquisition module mainly includes sensors, power adapters, wireless
communication modules, equipment fault data storage modules, A / D converters and
communication interfaces. The sensor is used to collect the data of the faulty device, the



power adapter provides energy for the overall data acquisition module, and the wireless
communication module implements the wireless transmission of data through the IEEE
802.15.4 protocol. The data acquisition module performs operations such as filtering,
amplifying, sampling / holding, and A / D conversion on the signals sent from the field of the
faulty device through sensors, and stores the data of the faulty device in the device fault data
storage module. Device information is passed between modules [9].

In order to ensure the utilization of the server, generally one acquisition device is
connected to 3-5 network devices for acquisition, and the devices are mainly distinguished
according to the IP number and port number set in the device to achieve the correspondence
between the device and the operating data. In order to ensure the reliability of data collection
and upload of the equipment in some unexpected situations, a backup server is configured for
each server. When the collection server fails to work normally, the system will automatically
call the backup server for jobs.

（2）GPRS communication equipment
The system of this paper realizes the efficient transmission of faulty device data in the

Internet of things through the communication network module. The communication network
module is the bridge of the overall system and the link between the data acquisition module
and the detection and diagnosis module. It plays an important role. The communication
module is mainly composed of a SIM900B controller, a radio frequency module, a power
module, a memory, and an application interface. Its advantages are: providing voice, data,
SMS fax and other services; built-in TCP / IP protocol stack; low power consumption, only
2.0ma current in sleep state. The core controller of the GPRS terminal communication module
comes from SIMCom's wireless quad-band SIM900B controller, which can send data
information with the lowest power consumption, as shown in Figure 5.

Fig.5M900B controller

SIM900B controller characteristic parameters are shown in Table 1.



Table 1 SIM900B controller characteristic parameters

Characteristic Explain
Dual frequency Support both GSM and GPRS, working frequency 850 / 900 /

1800MHz
GPRS rate GPRS downlink transmission, maximum 85.6kbps
Serial port Standard serial port, transmission rate 1.2k-115.2kbps
Interface Support mobile and Unicom SIM card
control At command control
function Telephone, SMS, GPRS communication, MMS, base station

positioning, audio
power supply 3.1-4.8VDC

working temperature -40-85 ° C
（3）Host
The host is at the center of the entire monitoring system, and maintains a close

relationship with the sensor nodes. It can interact with the user through a WEB browser. The
host can receive the data collected by the sensor and save the data in the host's database. At the
same time, the host can provide a communication interface based on the HTTP protocol. The
user can send control instructions to the host through these interfaces. It can query the
corresponding data stored in the ECS database according to the instructions, or feed back to
the sensor node according to the instructions sent by the web end, so as to control the sensor
node of the lower computer.

In this article's remote monitoring system, we adopted the cloud Elastic Compute Service
(ECS) and Open Storage Service (OSS) provided by Alibaba Cloud to jointly constitute the
host used by the monitoring system.The ECS cloud server handles storing data, and OSS
provides auxiliary storage space, which can be customized according to user needs. Figure 6
below shows the structure of the host system.



Fig. 6 Structure of the host system of this system

2.3 System software design
（1）Acquisition program
The specific process of collection is shown in Figure 7.

Fig.7 Acquisition program flow



First, when the device starts running, the acquisition program will use the host as a client
to establish a connection with the collector. After the connection is established, the heartbeat
packet of the acquisition program will periodically detect the connection status to ensure the
reliability of the connection.Secondly, the collection function in the collection program will be
called to collect equipment operation data. There are two main collection functions, which are
used to correspond to the device register type and the device coil type. Then, the acquisition
program will judge the length of the data collected at the same time. Finally, the collected data
will be filled into the message in order and transmitted to the host to realize the collection of
equipment operation data.

（2）Communication program
The network access device based on SIM900A establishes a communication connection

with the sensor node through the XBEE coordinator. If the XBEE module uses the AT mode, it
will lack a lot of information. Here, the API frame mode is used for communication
connection. The SIM900A module's GPRS service supports TCP / IP protocol, using TCP / IP
protocol to establish network communication [10].

According to the function of sim900a based network access device, the application
program of network access device is designed by Arduino software. The specific process is as
follows:

Power on the SIM900A-based network access device and perform a series of
initialization. Use the XBEE coordinator to establish a GPRS network, search for node devices
in the network, and send handshake information # HELLO $ to the node. Determine whether
the sensor node is connected to the coordinator by receiving feedback information
#RECEIVE$.If it is connected, establish a node communication list, otherwise continue
testing until a device is connected to the network. Send a AT command to the SIM900A
module with a single chip microcomputer to establish a TC P / IP connection with the cloud
server. Based on the connection status, determine whether SIM900A has established a good
communication connection with the cloud server. If not, apply for a TCP / IP connection
again.The single-chip microcomputer waits to receive data. If the serial port connected to
SIM900A triggers an interrupt, it means that data is sent from the host server. The single-chip
microcomputer analyzes the received command, changes related parameters according to the
command, and then looks up the communication list to pass the control command through the
XBEE coordinator Send to the sensor node for feedback control operation, the microcontroller
continues to wait to receive data. If the serial port connected to the XBEE coordinator triggers
an interrupt, it means that data has been uploaded from the sensor node. The microcontroller
first analyzes the received data to determine whether the collected data exceeds the set



threshold. If not, the data is normal. The MCU directly encapsulates the data and uploads it to
the cloud server through SIM900A. If the data exceeds the threshold, it indicates that an
exception has occurred. The MCU sends an AT instruction to the SIM900A module through
the serial port, and sends the exception information to the designated mobile phone. Then send
the corresponding feedback instruction to the sensor node through the XBEE coordinator, and
then encapsulate the data through the TCP connection of SIM900A, upload it to a specific port
on the host server, and realize the data upload.

（3）Host software architecture
The software architecture of this host is shown in Figure 8. Based on the database, the

system connects with the network access equipment through the transceiver program on the
server, receives the data collected by the sensor node, stores it in the database, and sends the
control instruction to the sensor node. The WEB server provides a functional interface to
facilitate Users interact with the cloud platform.

Fig.8 Host software architecture

3 System simulation test
This paper designs a remote monitoring system for embedded network equipment faults

based on the Internet of things. In order to prove that this system has the characteristics of



simple structure, easy networking, remote monitoring, cross-platformity, and user-friendly
operation, experiments are performed below to verify.
3.1 Monitoring arrangement

The experiment monitored four networks located in different rooms. The specific
monitoring locations are shown in Figure 9 below.

Fig.9Monitoring arrangement

Nodes 1, 4 and the gateway are placed in Room A on the north side, node 2 is placed in
Room B on the south side, and node 3 is placed in Room C. Each node has the same
composition and is used to monitor the operating status of the equipment.
3.2 System operating environment

This system test is based on the premise that the device is not installed in the network
device, according to the operation of the network device, the normal operation and failure of
the network device are simulated, and implemented through a variety of network
communication methods to achieve the test. The specific test environment is as follows:

Server: Windows Server 2003 32bit；
Client: Windows XP Professional 32bit, Windows7 Ultimate 32bit；
Browser: IE8.0, IE9.0, Google Chrome；
High and low temperature: YSL-GDW-010 high and low temperature test chamber

-50~80℃；

Web environment: Wired network, China Unicom 3G network, mobile 3G network,
telecommunication 3G network；

Front-end equipment: Hi3515 development board, infrared sensor, level sensor, door
status sensor, headset, camera.
3.3 experiment procedure

The network equipment monitoring experiment mainly includes four parts: WEB-based
application, host, gateway, and lower-level sensor nodes. The collector transmits the collected



information to the host, and after the initial processing by the microcontroller, it sends it to the
X4 gateway through the XBEE module. The gateway forwards the data to the host and stores
it in the SQL database.The collector transmits the collected information to the host, and after
the initial processing by the microcontroller, it sends it to the X4 gateway through the XBEE
module. The gateway forwards the data to the host and stores it in the SQL database. The
control instructions are forwarded to the destination address through the gateway, so as to
control the sensor devices and execution devices of the lower computer to achieve the purpose
of remote monitoring.
3.4 Test Results

（1）System monitoring performance
In order to diagnose the different fault characteristics of the network equipment, four

kinds of faults are set on the network equipment, and each kind of fault is deployed according
to FIG. 6. The experiment is repeated 10 times.

Table 2Monitoring accuracy of four monitoring systems

project Monitoring accuracy（%）

Internet of things 96.58
web 92.55

Internert 88.14
CAN 90.35

From the experimental results in Table 2, it can be seen that compared with the remote
fault monitoring system based on web, Internert, and CAN, the system designed in this paper
has higher monitoring accuracy, which shows that the system has higher fault identification
capabilities. And robustness, which greatly enhances the effectiveness and accuracy of
equipment fault monitoring.（2）Monitoring scope

The monitoring range refers to the maximum range that the monitoring system can cover.
Because the monitoring range is circular, it is generally judged by the radius. Table 3 below
shows the monitoring ranges of the four monitoring systems.

Table 3Monitoring scope of four monitoring systems

project Monitoring range（m）

Internet of things 12.36
web 8.69

Internert 9.58
CAN 10.2

From the experimental results in Table 3, it can be seen that the monitoring radius of the
system in this paper is not much different from the monitoring radius of the three network



equipment fault remote monitoring systems based on web, Internert, and CAN. It can be seen
that the monitoring scope of this system meets the needs.

4 Concluding remarks
Network environment equipment fault diagnosis and protection technology application

decision has become an important research topic for network environment operation and
maintenance. However, these fault diagnosis systems continue to improve the diagnostic
capabilities and expand the scope of diagnosis, but also exposed in the actual operating
environment. Some problems occurred, such as excessively high false alarm rates, alarm
floods, poor correlation between alarms, and poor monitoring performance of the system itself.
In view of the above problems, this paper designs a remote monitoring system for embedded
network equipment faults based on the Internet of things. After testing, the system has higher
monitoring accuracy and a wider monitoring range, which effectively ensures the stable
operation of network equipment. However, the monitoring time is not considered in the
research process, which leads to the decrease of remote monitoring efficiency of embedded
network equipment fault. Therefore, in the next research, we will focus on the research of
monitoring time to improve the efficiency of the system.
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