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Abstract. In the mass customization product value chain, the sales forecast in the 

marketing chain is important. Traditional forecasting methods only consider the previous 

sales volume, which is a single value chain factor. In fact, with the rapid development of 

online media, the factors affecting the sales of manufacturing products have become 

increasingly complex. For example, the attention and evaluation of online social media is 

an important influence on sales forecasts. In addition, other influencing factors such as 

stocks also have a certain impact on product sales. Therefore, it is possible to integrate 

cross-domain information to improve the accuracy of prediction results. In this paper, we 

propose an LSTM model with the portal's attention index, and involve factors from 

multiple domains, such as the network media, market environment and original product 

sales volume. Experiment results show that using the proposed cross-domain approach 

obtains more accurate prediction results than other mainstream models.   

Keywords: value chain, cross-chain prediction, LSTM. 

1   Introduction 

In modern mass customization manufacturing, product sales forecasting is one of the 

important issues in business intelligence. Accurately predicting product sales trends can help 

companies better grasp market demand, adjust output and optimize inventory. In the modern 

market, the product life cycle has become a "pencil type" with extremely short-lived peaks. It is 

no longer a parabola-like slow change, but straight up and down.   Product life cycles are getting 

shorter and shorter, so sales forecasting is becoming more important. This makes the senior 

management of the enterprise must formulate flexible marketing and inventory allocation 

strategies for the rapidly changing market, and the forecast of sales volume will be an important 

reference for the senior management of the enterprise to formulate corporate strategies. 

Most forecasting methods are built upon time series models with single input and have been 

applied in some specific actual scenarios and has a good forecasting effect.  Traditional time 

series forecasting methods fit historical time trend curves by establishing appropriate 

mathematical models, but the data they rely on are simple and often face lag problems.  

EAI MOBIMEDIA 2020, August 27-28, Harbin, People's Republic of China
Copyright © 2020 EAI
DOI 10.4108/eai.27-8-2020.2294348

mailto:hrch4968@sina.com


 

 

 

 

With the continuous improvement of the Industrial Internet system, it is possible to obtain 

multidimensional data from multiple value chains. For example, with the development of the 

Internet, the attention of various brands on the Internet has had a significant impact on sales. 

Many consumers can post their own evaluation of a certain product on social media, and the 

impact of consumer evaluation on sales is becoming more and more important. Therefore, many 

scholars  [1]- [3] find that using cross-domain data to predict sales can get better results through 

in-depth research. 

This article conducts an experiment   on the time series of sales volume of a manufacturing 

industry, and collects four types of cross-value chain data: sales data, user evaluation, Internet 

attention index, and corporate stock price fluctuations of 18 different manufacturers. According 

to the actual situation, the data are optimized for the influence of de-seasonal factors. Different 

from the data of a single sales value chain used in previous studies, this article uses four types 

of cross-value chain data to predict the sales volume of a manufacturing industry through the 

LSTM model. The experiment compares the impact of cross-value chain data and single value 

chain data on the accuracy of sales volume prediction, the effect of de-seasonal data and 

seasonality data on the accuracy of sales volume prediction, and the impact of using LSTM 

model and LSSVR model on sales volume prediction. The experimental results show that 

compared with the past, the experimental results have been greatly improved. 

The rest of this study is organized as follows. Related work about predicting sales is 

introduced in Section 2. Section 3 presents methodologies utilized in this study and the proposed 

framework. Section 4 depicts the results of this study. Conclusions are delivered in Section 5. 

2   Related work 

There are many traditional prediction methods for time series data. F. M. De and X. Yao 

[4], [5] used the traditional method to forecast the load of the power grid, and used the sales 

volume of the previous day as the input to forecast the sales volume data of the next day, and 

achieved a certain forecast effect. However, only the data of previous day is used, and the 

prediction result of the previous data input as input for the time series model is more error. D. 

Trigg and A. Leach [6], [7]used the exponential smoothing method to predict the discrete signals 

and achieved a certain prediction effect. Exponential smoothing is based on previous predictions 

and the percentage of prediction errors. Because of the simplicity, transparency, and ability to 

capture various time series data patterns. In recent years, exponential smoothing has become 

one of the most popular and practical methods in time series prediction. However, for the sales 

forecast of manufacturing products, it is clear that the index smoothing model cannot accurately 

reflect the market and predict sales volume. Therefore, the method of index smoothing is not 

applicable to the sales forecast of manufacturing products in modern volatile market. 

In recent years, with the development of artificial intelligence algorithms[8], BPNN [9] and 

SVR [10] algorithms have also become common methods for predicting time series data. In 

previous related studies, some scholars used the BPNN [11], [12] algorithm to predict time 

series data. In some areas, such as automobile sales forecasting, certain results have been 

achieved. But for the BPNN algorithm, it requires a large amount of data, and the prediction 

result of small samples is not ideal. For small sample predictions, the SVR [13], [14]algorithm 

performs better. Therefore, in recent years, many scholars have used SVR algorithms to predict 

time series data and have achieved some results. However, the SVR algorithm has poor 

practicability and poor generalization ability. 



 

 

 

 

In recent years, with the development of online social media, the value chain of online 

social media has become an important factor affecting sales. Previously, some scholars have 

also done a lot of related work to prove that the promotion and evaluation of social media can 

affect the sales of manufactured products[15]-[17]. At the same time, some scholars have also 

pointed out that market macro performance, such as stock information, industrial indexes and 

other indicators, will also affect the sales of manufacturing products[18], [19]. 

In these studies, LIU and PAI [20]used the LSSVR model to model car sales, taking past 

car sales, Twitter reviews, and the Dow Jones Industrial Index as inputs, and predicting car sales 

for the next month through training. However, in this article, the Dow Jones Industrial Index as 

a macro value that represents the overall market does not reflect the performance of different 

companies and manufacturers in the capital market. Therefore, there is still room for 

improvement in the forecast results. This article will focus on comparing the LSTM prediction 

model with LIU's LSSVR model, emphasizing that the prediction accuracy of prediction models 

across multiple value chains is greatly improved compared with the prediction results of single 

value chain prediction models. 

3   Predicting based method 

3.1   Basic framework 

We use two types of data sets for prediction. The first type is the total monthly sales of 

home appliances from different manufacturers, and the second type is independent variable data, 

which includes Weibo users' sentiment on the corresponding manufacturers' products, and the 

Baidu index of the corresponding manufacturers' products. And the stock price of the 

corresponding manufacturers.  

 

Fig. 1. The proposed monthly total sales predicting framework 

We performed experiments in two groups, one using raw data and the other using moving 

average (MA) to remove seasonal factors. The data across multiple chains are then used as input 

to be trained in the LSTM model and the LSSVR model, and the prediction results are obtained. 

The algorithm flow chart in this paper is shown in Fig.1.  



 

 

 

 

 

3.2   Deasonalization method 

If the value of the time series at time t can be explained by a linear combination of time 𝑡 

and 𝑖 error terms before time 𝑡, then a moving average MA(q) model can be used to predict the 

value at time 𝑡. 

 

𝑦𝑡 = 𝜀𝑡 + ∑ 𝛽𝑖𝜀𝑡−𝑖
𝑞
𝑖=1 + 𝜇       (1) 

 

In Eq.(2): 𝑦𝑡 represents the value of the predicted time series at time 𝑡; εt and 𝜀𝑡−𝑖 represent 

the random errors at time 𝑡 and 𝑡 − 𝑖 respectively; 𝑞 represents the order of the model; 𝛽𝑖 is the 

regression parameter; 𝜇 represents a constant term. In the following sections, we will use the 

MA algorithm to remove the seasonal factor operation. 

In the following sections, we will use the MA algorithm to remove the seasonal factor 

operation. 

3.3   LSTM (Long Short-Term Memory) method 

In 1997, Hochreiter first proposed Long Short-Term Memory (LSTM), which is a special 

recurrent neural network (RNN), which can effectively solve the problem of gradient 

disappearance or gradient explosion of RNN, and can learn long-term dependencies. Compared 

with RNN, LSTM is designed for the controller of the neural cell, which can judge whether the 

information is useful. The Cell control unit is shown in the figure. 

 

Fig. 2. Cell structure in LSTM model 

The control unit in the LSTM model consists of a memory unit C for recording the current 

state and three gates that control the flow of data. These three gates are composed of input gate 



 

 

 

 

𝑖, output gate 𝑜, and forget gate 𝑓. At time 𝑡, after the data enters the control unit, through 

calculation, the LSTM can choose to remember or forget some information, output the control 

information, and pass these status information to the next time 𝑡 +  1. 

The forget gate is the information that determines what we will discard from the state of 

the cell. The gate reads ℎ𝑡−1 and 𝑥𝑡 and outputs a value in the range 0-1 to the number in state 

𝐶𝑡 of the previous output. 1 means "completely reserved", 0 means "completely discarded". The 

calculation method is shown as Eq.(3). Where ft represents the forget gate information at time t. 

 

𝑓𝑡 = 𝜎 ⋅ (𝑤𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)       (3) 

 

The input gate determines how much new information is added to the cell state. The 

calculation method is shown as Eqs.(4-5). Among them, 𝑖𝑡 indicates the input gate information 

at time 𝑡 , and 𝐶𝑡  indicates the update of the memory unit, which indicates how much 

information is forgotten and which of the current input information needs to be updated into the 

current memory unit. 

𝑖𝑡 = 𝜎 ⋅ (𝑤𝑡 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)       (4) 

 

𝐶𝑡 = 𝑓𝑡 ⋅ 𝑐𝑡−1 + 𝑖𝑡 ⋅ 𝑡𝑎𝑛ℎ(𝑤𝑐 − [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)       (5) 

 

The output gate determines what value to output. The calculation method is shown as 

Eqs.(6-7). Among them, 𝑜𝑡 indicates that the door information is output at time 𝑡, which is used 

to control the update of the information to achieve the purpose of increasing and decreasing the 

information. ℎ𝑡  produces the current output result, and the output gate decides which 

information is finally output. 

 

𝑂𝑡 = 𝜎 ⋅ (𝑤𝑜 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)       (6) 

 

ℎ𝑡 = 𝑜𝑡 ∙ tanh (𝐶𝑡)       (7) 

 

In the above formula, 𝜎  represents the sigmoid function, and 𝑤𝑓 ,𝑤𝑖 ,𝑤𝑜 ,𝑏𝑓 ,𝑏𝑖  and 𝑏𝑜 

represent the weights and offset values of the three gates, respectively. 

3.4   LSSVR (least square support vector regression) method 

The least-square support vector regression (LSSVR) model is one of the modified 

techniques which can reduce the computation load of the original support vector regression 

model. Suykens et al. Proposed the least squares support vector regression (LSSVR) model 

based on the standard SVR. LSSVR changed the inequality constraints of the SVR to equality 

constraints, which made the solution of the original convex quadratic programming problem 

into a solution of linear equations, which greatly reduced the calculation difficulty and 

calculation time.  

Given a set of training samples{𝑥𝑖 , 𝑦𝑖|𝑖 = 1,2, … , 𝑀},𝑥𝑖𝜖𝑅𝑃and 𝑦𝑖 ∈ 𝑅 represent the input 

and expected output of the model, respectively, and M represents the number of samples. 𝑓(𝑥) 

represents the mapping relationship between model input x and output y. The calculation 

formula is as follows: 

 



 

 

 

 

𝑓(𝑥) = 𝑥𝑇𝑤 + 𝑏        (8) 

 

In Eq.(8), w and b are weight vectors and offset terms, respectively. In order to solve for 

the appropriate 𝑤 and 𝑏, the loss function of LSSVR needs to be calculated: 

 

𝑚𝑖𝑛:
1

2
||𝑤||2 +

1

2
𝑦 ∑ 𝑒𝑖

2𝑀
𝑖=1         (9) 

 

𝑠. 𝑡.   𝑥𝑖
𝑇𝑤 + 𝑏 − 𝑦𝑖 = 𝑒𝑖       (10) 

 

Finally, the equation is solved. The prediction function 𝑓(𝑥) of LSSVR is expressed as: 

 

𝑓(𝑥) = ∑ 𝛼𝑖𝑥
𝑇𝑥𝑖 + 𝑏𝑀

𝑖=1        (11) 

4   Experiments and discussions 

4.1   Data set description 

We use two types of data sets for prediction. The first type is the total monthly sales of 

home appliances from different manufacturers, and the second type is independent variable data, 

which includes Weibo users' sentiment on the corresponding manufacturers' products, and the 

Baidu index of the corresponding manufacturers' products. And the stock price of the 

corresponding manufacturers. 

The data of manufacturers' home appliances from 2012.1-2018.6 was provided by related 

companies. There are a total of 18 different product models. Related data involves 

confidentiality. The product data of Weibo users from 2012.1-2017.12 was found out by the 

crawler code, and the Weibo were collected by keywords, that is, "buyer electricity". Through 

text analysis, distinguish and count whether the user's evaluation of the product is positive or 

negative.2012.1-2017.12 Baidu index data is the number of times the manufacturer was 

searched and followed in the Baidu search engine. The stock data of 2012.1-1017.12 is the 

percentage change of stocks of corresponding manufacturers for the month. 

4.2   Data preprocessing and model building 

In this study, a time series model and a multivariate regression model were performed to 

predict total monthly sales of white goods. This article will predict the overall sales of white 

goods for two-time series models, LSSVR and LSTM. In addition, the non-seasonal de-

seasonalization procedure obtained from the monthly white goods sales data applies to the 

monthly white goods sales data, popularity scores, Baidu index, and stock market value. The 

three independent variable data are arranged and combined, and 16 LSTM / LSSVR models are 

listed to use different data combinations to predict the total monthly sales volume and study it. 

 

 



 

 

 

 

Table 1.  Data types and corresponding codes 

LSSVR/RNN models Data used LSSVR/RNN models Data used 

LSTM/LSSVR 1 Y MA-LSTM/MA-LSSVR 1 DY 

LSTM/LSSVR 2 X1, Y MA-LSTM/MA-LSSVR 2 DX1, DY 

LSTM/LSSVR 3 X2, Y MA-LSTM/MA-LSSVR 3 DX2, DY 

LSTM/LSSVR 4 X3, Y MA-LSTM/MA-LSSVR 4 DX3, DY 

LSTM/LSSVR 5 (X1, X2), Y MA-LSTM/MA-LSSVR 5 (DX1, DX2), DY 

LSTM/LSSVR 6 (X1, X3), Y MA-LSTM/MA-LSSVR 6 (DX1, DX3), DY 

LSTM/LSSVR 7 (X2, X3), Y MA-LSTM/MA-LSSVR 7 (DX2, DX3), DY 

LSTM/LSSVR 8 (X1, X2, X3), Y MA-LSTM/MA-LSSVR 8 (DX1, DX2, DX3), 

DY 

 

Table 2.  LSSVR\LSTM models and data used for predicating monthly total sales 

 

In the flowchart, we divide the independent variables into two cases, one is the original 

data, and the other is fed into the MA seasonal factor algorithm, and then the independent 

variables and sales are combined and fed into the LSTM / LSSVR model for training. 

4.3   The results 

In this section, the results of predicting monthly total sales by time series models and 

multivariate regression models with various data types are illustrated. The predicting 

performance is measured by MAPE, WAPE[21] and NMAE[22] are shown as Eqs. (12-14). 

 

𝑀𝐴𝑃𝐸(%) =
100

𝑁
∑ |

𝑌𝑡−𝐹𝑡

𝑌𝑡
|𝑁

𝑡=1        (12) 

 

𝑊𝐴𝑃𝐸(%) = 100
∑ |𝐹𝑡−𝑌𝑡|𝑁

𝑡=1

∑ 𝑌𝑡
𝑁
𝑡=1

       (13) 

 

𝑁𝑀𝐴𝐸 =
1

𝑌ℎ−𝑌𝑙
[

1

𝑁
∑ |𝑌𝑡 − 𝐹𝑡|𝑁

𝑡=1 ]       (14) 

 

where 𝑁 is the number of predicting periods, 𝑌𝑡  is the actual value at period 𝑡, and 𝐹𝑡  is the 

forecasting value at period 𝑡, 𝑌ℎ is highest actual value, and 𝑌𝑙  is the lowest actual value. 

 

 

 

Data codes Data descriptions 

X1 Sentiment scores of Weibo 

X2 Baidu index 

X3 Percent change in stocks Market values 

DX1 Deseasonalized sentiment scores of Weibo 

DX2 Deseasonalized Baidu index 

DX3 Deseasonalized Percent change in stocks Market values 

Y Monthly total sales 

DY Deseasonalized Monthly total sales 



 

 

 

 

Comparison of results using seasonal data 

Table 3.  MAPE, WAPE and NMAE values by using LSTM/LSSVR models with seasonal data of 

independent variables and original monthly total  sales to predict monthly total sales. 

LSTM 

Models 

MAPE 
LSSVR 

Models 

MAPE 
LSTM 

Models 

MAPE 
LSSVR 

Models 

MAPE 

WAPE WAPE WAPE WAPE 

NMAE NMAE NMAE NMAE 

LSTM1 

12.36% 

LSSVR1 

24.10% 

LSTM5 

11.08% 

LSSVR5 

20.72% 

9.83% 16.59% 7.43% 14.86% 

0.030 0.050 0.024 0.044 

LSTM2 

12.23% 

LSSVR2 

21.18% 

LSTM6 

7.78% 

LSSVR6 

21.60% 

8.43% 15.12% 5.71% 15.61% 

0.046 0.046 0.018 0.047 

LSTM3 

11.83% 

LSSVR3 

21.51% 

LSTM7 

8.42% 

LSSVR7 

21.79% 

8.28% 15.64% 6.16% 15.71% 

0.026 0.047 0.019 0.047 

LSTM4 

9.38% 

LSSVR4 

23.64% 

LSTM8 

7.51% 

LSSVR8 

21.05% 

6.32% 16.56% 5.51% 15.00% 

0.019 0.050 0.017 0.045 

It can be seen from Table 3 that when using data without seasonal factors for prediction, 

when the number of independent data combinations increases, the values of WAPE and NMAE 

decrease significantly. It can be seen that for the sales forecast of this type of product, the more 

independent variables, the smaller the error percentage of the predicted sales. For the three 

independent variables of Weibo's product evaluation, the Baidu index, and corporate stock 

percentage change, the most relevant to the sales forecast is the stock percentage change. 

As can be seen from Table 3, comparing the LSTM model with the LSSVR model, the 

values of MAPE and NMAE predicted by the LSTM model are significantly smaller, indicating 

that the error percentage of the LSTM model predicted sales is smaller. At the same time, the 

NMAE value predicted by the LSTM model is also smaller, indicating that the LSTM is more 

accurate in predicting extreme values in the prediction. It can be seen that for this type of product 

sales forecast, the prediction effect of the LSTM model is significantly better than the prediction 

effect of the LSSVR model. 

In this paper, five types of data, real sales, LSTM1, LSSVR1, LSTM8, and LSSVR8, are 

selected for comparison.as shown in Fig. 3.  



 

 

 

 

 

Fig. 3. Actual and predicted monthly total sales of LSTM/LSSVR models. 

Comparison of results using deseasonal data 

Table 4.  MAPE, WAPE and NMAE values by using MA-LSTM/MA-LSSVR models with deseasona 

data of independent variables and original monthly total  sales to predict monthly total sales. 

LSTM 

Models 

MAPE 
LSSVR 

Models 

MAPE 
LSTM 

Models 

MAPE 
LSSVR 

Models 

MAPE 

WAPE WAPE WAPE WAPE 

NMAE NMAE NMAE NMAE 

MA-

LSTM1 

12.44% 
MA-

LSSVR1 

16.04% 
MA-

LSTM5 

8.71% 
MA-

LSSVR5 

15.27% 

9.41% 11.55% 6.44% 10.92% 

0.028 0.034 0.019 0.032 

MA-

LSTM2 

10.65% 
MA-

LSSVR2 

15.75% 
MA-

LSTM6 

6.76% 
MA-

LSSVR6 

15.67% 

7.42% 11.29% 4.40% 11.32% 

0.022 0.034 0.013 0.034 

MA-

LSTM3 

9.27% 
MA-

LSSVR3 

15.13% 
MA-

LSTM7 

6.94% 
MA-

LSSVR7 

15.23% 

7.04% 11.19% 4.62% 11.24% 

0.021 0.033 0.014 0.033 

MA-

LSTM4 

7.18% 
MA-

LSSVR4 

15.80% 
MA-

LSTM8 

6.85% 
MA-

LSSVR8 

15.36% 

4.63% 11.47% 4.22% 10.95% 

0.014 0.034 0.013 0.032 

 

As can be seen from Table 4, when using the data without seasonal factors for prediction, 

as the number of independent data combinations increases, the values of WAPE and NMAE 

decrease significantly. It can be seen that for the sales forecast of this type of product, the more 

independent variables, the smaller the error percentage of the predicted sales. For the three 



 

 

 

 

independent variables of Weibo's product evaluation, the Baidu index, and corporate stock 

percentage change, the most relevant to the sales forecast is the stock percentage change. 

Comparing the MA-LSTM model with the MA-LSSVR model from Table 4, the values of 

MAPE and NMAE predicted by the LSTM model are significantly smaller, indicating that the 

error percentage of the LSTM model predicted sales are smaller; meanwhile, the NMAE values 

predicted by the LSTM model are also smaller, indicating that LSTM is more accurate in 

predicting extreme values in prediction. It can be seen that for this type of product sales forecast, 

the prediction effect of the LSTM model is significantly better than the prediction effect of the 

LSSVR model. 

We compare the MA-LSTM model and the LSTM model from Tables 3 and Tables 4. In 

general, the prediction result using the data without seasonal influence is better than the 

prediction result using the data without seasonal influence. Comparing Weibo Review, Baidu 

Index, and stock fluctuations independently of seasonal factors to remove the impact of seasonal 

factors on forecasting results, it can be found that Weibo Review and Baidu Index's data 

removing seasonal factors affect the forecast accuracy. And the stock data has almost no 

improvement after removing the influence of seasonal factors. 

In this paper, five types of data, real sales, MA-LSTM1, MA-LSSVR1, MA-LSTM8, and 

MA-LSSVR8, are selected for comparison.as shown in Fig. 4.  

 

 
Fig. 4. Actual and predicted deseasonal monthly total sales of LSTM/LSSVR models. 

 

Experimental results were evaluated using the mean percentage error (MAPE). The 

experimental results show that the prediction error of the cross-value chain data is 42.15% lower 

than the prediction result of the single value chain data; the prediction result of the de-seasonal 

factor data is 15.25% lower than the prediction result of the data without seasonal factor; the 

prediction result of LSTM model is 52.15% lower than that of LSSVR model. 

5   Conclusions 

This research proposes a new algorithm MA-LSTM, which includes a time series 

prediction model and multivariate regression technology to predict monthly sales. De-



 

 

 

 

seasonalization algorithms are used to process different types of data. Numerical results show 

that using mixed multivariate regression data to predict sales can obtain more accurate 

prediction results than univariate models. The excellent prediction performance can be 

concluded as follows. First, using a mix of data that includes portal attention, social media 

ratings, and stock market value can improve forecast accuracy. Secondly, quantifying the impact 

of seasonal factors on the attention value of social networking sites and social media evaluation 

data has significantly improved the accuracy of sales forecasting. The de-seasonal factor of 

stock data does not greatly improve the accuracy of the sales forecast. It may be because the 

stock market is more rational, and the correlation between stock market fluctuations and 

seasonal factors is not great. 

In this data set, compared with the prediction of the sales volume of the LSSVR algorithm 

of PAI and LIU, the MA-LSTM algorithm proposed in this paper is significantly better than the 

LSSVR algorithm. The reason may be that the LSSVR algorithm has advantages for small 

sample predictions, but has a poor prediction effect for the 18 products and large data sets of 90 

months in this article. Therefore, for data sets with a large amount of data, the MA-LSTM 

algorithm is significantly better than the LSSVR algorithm. 

For future research, since the identification of Weibo keywords has a significant impact on 

the search results of Weibo and the accuracy of predictions, more systematic techniques for 

selecting the correct keywords from Weibo maybe future research directions. Another possible 

direction for future research is to use other social media data, such as the number of product 

introductions related to video sites, to predict sales. Finally, the collection of geographic 

information on Weibo may be an important issue for future research to improve Weibo analysis, 

and shopping preferences of people in different regions may be significantly different. 
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