Statistical Characteristics For Identification Defect of Solar Panel with Naive Bayes
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Abstract. Energy that comes from the sun is energy without limits and never runs out. This energy is alternative energy that can be converted into electrical energy, namely by using solar cells. But people who live in remote areas will have difficulty getting electricity. Solar panels are an alternative power source. Solar panels are an alternative way to produce electricity. The production of good solar panels is an important thing that must be done to produce the desired electrical energy. The uncontrolled production process causes various types of defects that appear in solar panels. This study applies the Bayes theorem to classify data by estimating the probability that tuple X is in a class. Using thirty samples consisting of fifteen images of undamaged solar panels and fifteen images. The level of accuracy of image processing for identification of flawed solar panel textures by the Naive Bayesian Classifier method or Simple Bayesian Classifier is around eighty three percent. The results of this study are expected to be used as a reference for the initial detection system of damage that occurs on the surface of the Solar Panel.
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1. INTRODUCTION

Indonesia is one of the tropical countries and has uniform sunlight and can be captured throughout the Indonesia archipelago throughout the year. Therefore the sun is a potential energy source [1]. Energy is obtained from heat that propagates to the surface of the earth. The choice of renewable energy sources makes perfect sense because solar energy obtained from sunlight can reach 3x1024 Joules per year[2]. To get and process energy in the sun so that it can be used to fulfill daily needs, the Solar Panel is used. In the use of solar panels, of course there is care that must be done. Solar panels must be in good condition in order to produce the appropriate energy expected. damage that occurs after use arises on the surface of the solar panel. It is difficult to identify or detect some defects or damage properly because it could have happened in a hidden manner in the system so that it is difficult to identify until in the end the entire system is destroyed [3]. Recycling solar panels that are not used can cause
environmental damage if not handled carefully because the materials used are silicon, selenium, cadmium, and sulfur hexafluoride (greenhouse gas) [4]. This will become a new problem in the environmental recycling process [5].

Fatalities can occur due to slow detection of damage. Several severe fire hazards have been reported due to late reporting of damage [6], the 2009 fire incident at California Bakersfield and also in 2011, there was a fire at a 1 MW PV power plant in Mount Holly Northern California. Several studies have been carried out with other methods using images of solar panels as data material [7]. Other research uses methods to detect cracks of solar panels by image processing, which contain gray transformations, contour detection, with Gauss-Laplacian transformation [8]. This study applies the Bayes theorem to classify data and make estimates to determine the probability that a tuple X is in a class. The method used is Naive Bayesian Classifier or Simple Bayesian Classifier. By using images surface photos that will be used as data sets to distinguish which images of damaged Solar Panels and Solar Panels are not damaged. The results of this study are expected to be used as a reference for the initial detection system of damage that occurs on the surface of the Solar Panel.

2. METHOD

This study applies the Bayes theorem to classify data by estimating the probability that tuple X is in a class. Using thirty samples consisting of fifteen images of undamaged solar panels and fifteen images. The method used is Naive Bayesian Classifier or Simple Bayesian Classifier. The calculation technique used is Laplacian Correction or Laplace Estimator to avoid a probability of zero value.

2.1. Texture of Image

The texture is the spatial distribution of grayscale in the groups of pixels. Texture of image cannot identify for pixels. The surface have texture information; if the area enlarged without a scale, they have similar properties to the original surface[9]. Regular patterns appear with a certain distance and direction. The noncolored surface in the image can contain texture information if the surface has a certain pattern such as used wood surface, stone surface, sand beds, etc.

Texture analysis is commonly used as an intermediate process[10]. For performing image classification and interpretation, An image classification process based on texture analysis generally requires feature extraction which can consist of two types of methods: statistical methods and structural methods. Statistical methods use the calculation of the gray level distribution[11]. Statistic method use the calculation of the gray level distribution statistics by measuring the level of contrast and granularity[12]

2.2. Statistic Feature Extraction

The feature extraction method is retrieval based on the characteristics of the image histogram, that shows the probability of the occurrence of the value of the greyscale in an image[13]. The result of the histogram, several parameters can be calculated, including mean, variance, skewness, kurtosis and entropy.

3. RESULT AND DISCUSSION

This study will test 30 images with a *.jpg extension. From 30 image data, the value of the texture parameters will be determined namely mean, variance, skewness, kurtosis, and entropy. Where 15 samples have been taken on normal and abnormal solar panel surface texture. The
solar panel image in jpg format is converted to grayscale and displayed on the grayscale histogram.

3.1. Means
Shown the size of dispersion of image.

\[ \mu = \frac{\sum_{f_n} f_n P(f_n)}{N} \]  \tag{1}

Where,
- \( f_n \) = Gray intensity
- \( P(f_n) \) = Histogram Value

3.2. Variance
Shown variation elements on the histogram

\[ \sigma^2 = \frac{\sum_{f_n} (f_n - \mu)^2 P(f_n)}{N} \]  \tag{2}

Where,
- \( f_n \) = Gray intensity
- \( \mu \) = Means
- \( P(f_n) \) = Histogram Value

3.3. Skewness
Show the degree of inclination of the relative histogram curve of an image

\[ \gamma_2 = \frac{1}{\sigma^6} \sum_{f_n} (f_n - \mu)^3 P(f_n) \]  \tag{3}

Where,
- \( \sigma \) = Standard deviation of gray intensity value
- \( f_n \) = Gray intensity
- \( \mu \) = Means
- \( P(f_n) \) = Histogram Value

3.4. Kurtosis
Show the degree of inclination of the relative histogram curve of an image

\[ \gamma_4 = \frac{1}{\sigma^8} \sum_{f_n} (f_n - \mu)^4 P(f_n) - 3 \]  \tag{4}

Where,
- \( \sigma \) = Standard deviation of gray intensity value
- \( f_n \) = Gray intensity
- \( \mu \) = Means
- \( P(f_n) \) = Histogram Value

3.5. Entropy
Show the irregularities from of an image
$H = - \sum_{x \in X} p(f_x) \log p(f_x)$

(5)

Where,

$P(f_n) =$ Histogram Value

3.6. Algorithm Naive Bayes

$P(C|X) = \frac{P(X|C)P(C)}{P(X)}$

(6)

Where,

$C_i =$ Hypothesis data on the specific class

$X =$ Unknown Data

$P(C_i|X) =$ Probabilistic Hypothesis $C$ with $X$

$P(X|C_i) =$ Probabilistic Hypothesis $X$ with $C$

$P(C_i) =$ Probabilistic Hypothesis $C_i$

$P(C_i) =$ Probabilistic Hypothesis $X_i$

The Data has a numerical value or Gaussian probability, with means and standard deviation on each class, with

$g(X; \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(X-\mu)^2}{2\sigma^2}}$

(7)

So we have,

$P(X|C_i) = g(X; \mu_i, \sigma_i)$

(8)

Table 1. Data on Normal Solar Panel.

<table>
<thead>
<tr>
<th>No</th>
<th>Means</th>
<th>Variants</th>
<th>Std</th>
<th>Medians</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>750.94</td>
<td>4.32E-03</td>
<td>1.87E+07</td>
<td>11.982.0</td>
</tr>
<tr>
<td>2</td>
<td>647.55</td>
<td>4.272</td>
<td>1.83E+07</td>
<td>8.736.30</td>
</tr>
<tr>
<td>3</td>
<td>460.56</td>
<td>2.712</td>
<td>7.36E+06</td>
<td>14.053.0</td>
</tr>
<tr>
<td>4</td>
<td>954.50</td>
<td>5.557</td>
<td>3.09E+07</td>
<td>2040085</td>
</tr>
<tr>
<td>5</td>
<td>822.38</td>
<td>3.368</td>
<td>1.13E+07</td>
<td>1520182</td>
</tr>
<tr>
<td>6</td>
<td>37.04</td>
<td>1.765</td>
<td>3.12E+06</td>
<td>6980200</td>
</tr>
<tr>
<td>7</td>
<td>434.87</td>
<td>2.864</td>
<td>8.20E+06</td>
<td>7876525</td>
</tr>
<tr>
<td>8</td>
<td>447.73</td>
<td>2.576</td>
<td>6.63E+06</td>
<td>7946225</td>
</tr>
<tr>
<td>9</td>
<td>447.73</td>
<td>2.576</td>
<td>6.63E+06</td>
<td>7946225</td>
</tr>
<tr>
<td>10</td>
<td>826.15</td>
<td>5.021</td>
<td>2.52E+07</td>
<td>8508500</td>
</tr>
</tbody>
</table>

Table 2. Data of Abnormal Solar Panel.

<table>
<thead>
<tr>
<th>No</th>
<th>Means</th>
<th>Variants</th>
<th>Std</th>
<th>Medians</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>44779</td>
<td>1685.2</td>
<td>283999</td>
<td>2.103.75</td>
</tr>
<tr>
<td>2</td>
<td>81344</td>
<td>5908.0</td>
<td>349055</td>
<td>25.488.9</td>
</tr>
<tr>
<td>3</td>
<td>18446</td>
<td>1799.6</td>
<td>323870</td>
<td>36.581.0</td>
</tr>
<tr>
<td>4</td>
<td>60623</td>
<td>1782.5</td>
<td>317732</td>
<td>70354.0</td>
</tr>
<tr>
<td>5</td>
<td>68336</td>
<td>7580.0</td>
<td>574576</td>
<td>1211037</td>
</tr>
<tr>
<td>6</td>
<td>66717</td>
<td>4607.0</td>
<td>212249</td>
<td>1107465</td>
</tr>
<tr>
<td>7</td>
<td>97378</td>
<td>3368.3</td>
<td>113456</td>
<td>1616402</td>
</tr>
<tr>
<td>8</td>
<td>13209</td>
<td>5058.5</td>
<td>255885</td>
<td>2432530</td>
</tr>
<tr>
<td>9</td>
<td>69997</td>
<td>5344.6</td>
<td>285647</td>
<td>1065102</td>
</tr>
<tr>
<td>1</td>
<td>90351</td>
<td>6953.5</td>
<td>483515</td>
<td>1632425</td>
</tr>
<tr>
<td>2</td>
<td>85824</td>
<td>4275.9</td>
<td>182835</td>
<td>1776372</td>
</tr>
<tr>
<td>3</td>
<td>72754</td>
<td>5133.4</td>
<td>263519</td>
<td>1438924</td>
</tr>
<tr>
<td>4</td>
<td>89123</td>
<td>3864.7</td>
<td>149365</td>
<td>9448175</td>
</tr>
<tr>
<td>5</td>
<td>10269</td>
<td>5107.2</td>
<td>260835</td>
<td>1475000</td>
</tr>
<tr>
<td>6</td>
<td>60643</td>
<td>4377.6</td>
<td>191642</td>
<td>1722057</td>
</tr>
<tr>
<td>7</td>
<td>78347</td>
<td>4456.4</td>
<td>227676</td>
<td>8599231</td>
</tr>
<tr>
<td>8</td>
<td>44105</td>
<td>1765.0</td>
<td>157212</td>
<td>2709883</td>
</tr>
</tbody>
</table>
The probability of Normal Solar Panel

\[ P(X|\text{Normal}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(X-\mu)^2}{2\sigma^2}\right) \]

(9)

If we have some data (Abnormal11)

Means (X_i) = 85824

Std (X_2) = 4275,9325

Varians (X_3) = 18283599

Medians (X_i) = 17763725

\[ P(X_1|\text{Normal}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(X_1-\mu)^2}{2\sigma^2}\right) = 0,000115684 \]

\[ P(X_2|\text{Normal}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(X_2-\mu)^2}{2\sigma^2}\right) = 0,002570263 \]

\[ P(X_3|\text{Normal}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(X_3-\mu)^2}{2\sigma^2}\right) = 1,15409E-06 \]

\[ P(X_4|\text{Normal}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(X_4-\mu)^2}{2\sigma^2}\right) = 2,6348E-06 \]

The probability of Abnormal Solar Panel

\[ P(X|\text{Unnormal}) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(X-\mu)^2}{2\sigma^2}\right) \]

(10)

If we have some data;

Means (X_1) = 85824

Std (X_2) = 4275,9325

Varians (X_3) = 18283599

Medians (X_i) = 17763725 (I think we should be consistent – unnormal doesn’t sound correct, perhaps we should change all Unnormal to abnormal)
Above proves that the data is Unnormal Solar panel

\[
P(X_1|\text{Unnormal}) = \frac{1}{4 \cdot 10^{-14}} = 1,98519E-05
\]

\[
P(X_2|\text{Unnormal}) = \frac{1}{2 \cdot 10^{-14}} = 0,0000
\]

\[
P(X_3|\text{Unnormal}) = \frac{1}{2 \cdot 10^{-14}} = 0,0000
\]

\[
P(X_4|\text{Unnormal}) = \frac{1}{2 \cdot 10^{-14}} = 0,0000
\]

Posterior probability

\[
P(C|X) = \frac{P(X|C)P(C)}{P(X|\text{Normal})P(C|\text{Normal})} = \frac{1,5684E-3 \times 2,570263E-2 \times 1,15409E-6 \times 2,6348E-6}{9,03800216E-21} = 9,03800216E-21
\]

\[
P(\text{Normal}|X_{\text{eff}}) = 1,98519E-05 \times 2,95912E10 \times 4,549E-6 \times 9,5454E-8 = 3E-9
\]

\[
P(\text{Unnormal}|X_{\text{eff}}) < P(\text{Unnormal}|X_{\text{eff}})
\]

Above proves that the data is Unnormal Solar panel

Based on the results of tests conducted on the applications made, the following conclusions can be drawn:

<table>
<thead>
<tr>
<th></th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal Panel Surya</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>Unnormal Panel Surya</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>Accuracy</td>
<td>25/30 x 100% = 83%</td>
<td></td>
</tr>
</tbody>
</table>

### 4. CONCLUSION

Classification is a process that states a data object as one of the categories previously defined. The classification process used in the study is to use the Bayes theorem. The process begins with the learning process that requires input in the form of a labeled training data set so that it can issue output in the form of a classification model. The technique used is to use the Naive Bayes Classification. The amount of data used in this study amounted to thirty images consisting of fifteen broken solar panel images and fifteen images that were not damaged solar panels with an accuracy rate of eighty three percent. The results of this study are expected to be used as a reference for other classification methods, so that strategies can be found in the classification process that are simpler and have a higher level of accuracy.
REFERENCES


