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Abstract: Enterprise credit evaluation serves as a necessary process for the construction 
of social credit economic system. With the increasing requirements for intelligence and 
efficiency of credit evaluation, machine learning methods are widely employed in credit 
evaluation. However, the weak interpretability and low data transparency of the current 
deep neural structure adversely affect the trust between humans and black-box enterprise 
credit evaluation methods. By revisiting the interpretability in integrated learning, we 
proposed an interpretable enterprise credit evaluation method with a non-repetitively tree-
splitting process. Specifically, according to tree splitting method of XGboost, the trees are 
generated for the learning of linear logistics regression models. Abstracted from the 
classified trees based on the dataset, the linear logistics regression models are integrated 
with the interpretable statistic logic, which enables further integration on the interpretable 
credit evaluation model. Aware of the model consistency, an adaboost (Adaptive Boosting) 
method is used to integrate linearly weighted linear logistic regression models on different 
classification trees. Benefits from the consistent evaluation method with strong 
transparency, our method not only provides interpretable references but also achieves 
comparable performance. The experiments are conducted on three datasets, including UCI 
audit dataset, Beijing corporate audit credit and a real in-house dataset. As a result, our 
model performs comparably with the uninterpretable methods but enables better 
interprebility. 

Keywords:Enterprise credit evaluation; interpretability; ensemble learning; logistic 
regression; XGboost  

1. Introduction 

Enterprise credit evaluation model is an important tool for bank and enterprise risk management 
[1]. Some investors prefer to invest their funds in well-governed companies and credit ratings 
have offered corporate governance assessment with the aim of evaluating governance risk [2]. 
In order to promote the improvement of credit evaluation system and improve the contribution 
of credit evaluation, it is imperative to establish an effective, authoritative, fair and transparent 
corporate credit evaluation system[3]. Combining information technology to analyze a large 
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amount of data is an effective measure to build an efficient and reliable enterprise credit 
evaluation system [4]. 

The traditional method of proportional analysis is still mainly used to evaluate the credit of 
enterprises in the Republic of China [5]. Traditional enterprise credit evaluation methods like 
credit rating agencies often consume a large amount of time and manpower but get bad result. 
The quality of credit rating is of great importance to healthy and ordered development of capital 
market [6]. Use of advanced techniques such as neural networking and advanced regressions to 
develop credit-rating model is trend of current times [7]. Crook JN et al [8] analyzed the 
development of consumer credit evaluation around 2007, mentioning the performance of 
logistic regression and neural networks in consumer credit assessment. Hussein Abdou et al [9] 
compared two machine learning methods: neural networks and logistic regression, with the 
traditional discriminant analysis method, probabilistic analysis, in terms of their ability to assess 
credit risk in commercial banks. The comparison on a dataset of an Egyptian personal bank 
revealed that the average accuracy of the neural network model was better than the other 
methods. 

Enterprise credit evaluation requires openness and transparency of data [10]. Complex machine 
learning methods that have emerged in recent years, such as deep neural networks and other 
models, have the disadvantages of poor interpretability, insufficient data transparency and long 
training time, although they have strong robustness and self-adaptive capabilities [11]. We want 
credit evaluation methods to have good interpretability and data transparency while maintaining 
credibility and efficiency. Among the machine learning models applied to the credit evaluation 
domain, Logistic regression is the most mature linear regression model and is highly 
interpretable [12]. However, as the credit data of enterprises become more complex and massive, 
the simple logistic regression becomes more and more ineffective in practice. 

In this paper, we propose an integrated learning method with logistic regression as the base 
learner and reference to the structure of XGboost. The validity and accuracy of the method is 
verified by comparing it with common enterprise credit evaluation models, which can provide 
effective reference for enterprise credit evaluation, and the interpretability of the model is 
verified by experiments. 

The contributions of this review paper are: 

 Inspired by XGboost, we propose a linear tree splitting method with non-repetitive paths to 
segment data sets to learn more information. And the structural score is used as the basis 
for splitting. 

 Based on logistic regression, a strong interpretable integration model is constructed by 
ensemble learning method. The good performance and effectiveness of the method are 
verified in the experiment. 

 The interpretability of the integration model is demonstrated by mathematical derivation, 
and an intuitive graphic comparison demonstration is given through experiments. 

2. Related Research 

Logistic regression is a generalized linear regression model. It has been widely used in various 
fields to solve different problems such as classification and regression because of its relatively 



simple structure, fast training speed and high interpretability. With the increasing complexity 
and size of information, the performance of simple logistic regression is often inadequate for 
problems that contain a large number of features and data. Some researchers have used logistic 
regression in combination with other models to improve the performance of the models. 

Tao Zhang et al [13] proposed an Internet financial credit evaluation model combining gradient 
boosting tree (GDBT) and logistic regression (LR) for complex data sets. It is pointed out in the 
paper that logistic regression is simple and efficient, while GDBT is good at handling data with 
multiple data types. The model first uses GBDT to recombine and construct features, and then 
uses the selected features as independent variables of logistic regression, which not only can 
fully exploit the information in the data but also can improve the training efficiency. Wang, M 
et al [14] combined XGboost and logistic regression. Taking the advantage of XGboost feature 
combination, the leaf nodes in its training are used as features to train logistic regression models 
for credit fraud risk detection using one-hot coding. After comparative experiments, the hybrid 
model was shown to outperform other machine learning methods such as random forest, SVM, 
etc. with good interpretability on the UCI German credit dataset. Chih-Fong Tsai et al [15] 
compared various combinations of classification models and clustering models approaches. By 
comparing the performance of various hybrid machine learning models for credit rating in an 
actual dataset of a bank in Taiwan, the hybrid "classification+classification" model based on 
logistic regression and neural network was finally proved to be better than the combination of 
other models. 

In response to the problems of low model transparency and poor interpretability associated with 
the widespread use of black-box techniques such as deep learning in the credit field, many 
researchers have begun to focus on interpretable models [16]. Traditional machine learning 
models such as logistic regression can perform attribution analysis for models with strong 
interpretability, but when using black box models such as deep learning, it is impossible to 
discern the reasonableness of the results because of the lack of model interpretation information 
[17]. Elena Dumitrescu et al [18] propose a high-performance and interpretable credit scoring 
method called penalised logistic tree regression (PLTR), which uses information from decision 
trees to improve the performance of logistic regression. The paper also points out that despite 
the development and dissemination of many efficient machine learning classification algorithms, 
the benchmark scoring model in the credit industry remains logistic regression. 

In summary, the integration of the model using more mature logistic regression can ensure valid 
and accurate evaluation results and good interpretability of the model when evaluating 
enterprise credit. 

3. Methodology 

To ensure the interpretability and data transparency of the model while improving the 
performance of the model, we use the tree construction method of XGboost [19], which splits 
the tree using the gain of the structure score. The structure score is defined as follows: 
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where 𝛾𝑇 is the number of leaf nodes and the other part is the L2 norm of the leaf node weight 
vector, 𝐺௝ and 𝐻௝ are the sum of the first-order gradient and second-order gradient of leaf node 
𝑗. 

The difference in structural scores is used to evaluate the gain of the tree before and after the 
split, and the tree will split with the largest increase in structural scores. The gain is calculated 
as follows: 
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Multiple trees are formed by fitting the residuals, and logistic regression is used for each leaf 
node of each tree, resulting in N logistic regression models.  

 

Figure 1: Example of Tree Structure 

The results of these N logistic regressions are used to obtain the final predictions using the 
adaboost algorithm based on logistic regression. In this way, only logistic regression is used as 
the base learner to integrate the learning throughout the process, which ensures the 
interpretability of the model but makes the model more accurate and robust. The model is 
divided into the following layers. The overall structure of the algorithm is shown in Figure 1.  

3.1. Data pre-processing Layer 

Missing value and abnormal value in the data are first processed. For abnormal values with 
obvious logical errors such as positive and negative value errors the sample deletion method is 
used. Because of the special situation of enterprises, there may be individual values of abnormal 
size that exist objectively, so no special treatment is done. Samples with more missing values 
are also deleted, and the remaining missing values are simply marked with special values for 
the missing ones. For a large number of features a machine learning method or principal 
component analysis can be used to perform a preliminary screening of features. For unbalanced 



datasets, the data can also be processed by oversampling means such as SMOTE [20] before 
training. The selection of features can be done using machine learning methods such as XGboost, 
etc. Since the integrated model consists of a linear model, good or bad feature engineering has 
a large impact on the results. 

After normalization and data cleaning, the data set 𝑆 is obtained, and 𝑆 is divided into a training 
set 𝑆௧௥௔௜௡ and a test set 𝑆௧௘௦௧ according to a certain ratio. 

3.2. Tree structure layer 

For 𝑆௧௥௔௜௡, several binary trees are constructed using a tree construction method similar to that 
of XGboost. The specific construction method is the same as the splitting method in XGboost: 
A tree is constructed by continuously selecting the maximum gain of the structure score to split 
the feature, and when the maximum depth is reached or no structure score gain is available, the 
next tree is added to fit the residuals of the previous tree. Unlike XGboost, if the feature to be 
selected as a splitting feature in the same tree has already been used in the ancestor node of the 
node, the feature is dropped and the feature with the highest structure score gain among other 
unused features in the path is selected for splitting. This ensures that each leaf node's path from 
the root to the leaf node is used at most once per feature, and the splitting method for each leaf 
node is obtained as linear. 

For the 𝑇th tree, all features are traversed and the division threshold corresponding to the largest 
Gain value in the current feature is calculated. After that, we check whether the feature has been 
used as a splitting feature in the ancestor node of the node, and if so, we select the feature 
corresponding to the largest Gain value other than that feature as the splitting feature. The 
growth of the tree is ended when the maximum depth of each tree is reached or when there are 
no splits that can obtain a larger structural score.  

The residuals of this tree are input to the next tree and logistic regression is trained on the 
samples at each leaf node, resulting in m logistic regression models. The logistic regression is 
then used to obtain the training results on  𝑆௧௥௔௜௡. If the samples obtained at a leaf node are all 
labeled with the same value, then the samples at the leaf node are marked with a special value 
such as -1 to distinguish them from other samples. After labeling the samples that fall on the 
leaf nodes in this way, the samples on these nodes are trained with all the data using logistic 
regression to obtain the information obtained from the split. The results are fed into the next 
layer along with the results from the other leaf nodes. Finally, a series of logistic regression 
models are obtained, and a series of results Y can be obtained by using these logistic regressions 
to predict the entire test data. Figure 2 shows one of the trees generated during the training 
process. It can be seen that the features selected as the basis for splitting in each leaf node to the 
root node of the tree do not use repeated features. 



 

Figure 2: Example of Tree Structure 

3.3. Adaptive boosting layer 

The results 𝑌 in the tree structure layer are trained using the adaboost algorithm [21] whose base 
model is logistic regression to obtain the final ensemble model 𝐴. Model 𝐴 consists of a logistic 
regression ensemble in which the parameters are transparently visible. The data in the test set 
only need to first get m predictors from the set of logistic regression models trained by the leaf 
nodes, and then use this result as input to predict by model 𝐴 to get the final prediction result. 

4. Experimental results and analysis 

4.1. Dataset 

4.1.1. Public dataset 

Establishing enterprise credit evaluation models requires high-quality data from enterprises [22]. 
In this paper, two public credit assessment datasets and a real desensitized dataset of real 
enterprises as the experimental dataset.  

Among them, the UCI data set [23] is non-confidential audit data for the period 2015 to 2016 
of certain companies that are publicly available by the University of California. The BEIJING 
dataset is the public audit data of some Beijing companies from Chinese National Enterprise 
Credit information public System (Beijing) [24], including the economic situation of the 
enterprise, the judicial incident, the tax level, and other more than 40 characteristics. Moreover, 
the positive and negative case ratios in this data set vary greatly. And the number of positive 
and negative examples in this dataset varies widely. The number of firms with worse credit in 
the actual situation is also less, so the performance of each model in this dataset also reflects the 
difference of the models in the unbalanced dataset. 

The number of features, numbers of cases and the ratio of positive to negative cases of datasets 
are shown in Table 1. 
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Table 1 Basic information of datasets 

Dataset Numbers of features Numbers of cases the ratio of positive to negative cases 
UCI 24 776 471:305 

BeiJing 42 693 591:102 
Co-realdata 10 4853 2441:2412 

4.1.2. Real enterprise dataset 

The Co-realdata dataset is the desensitized data of enterprises in a city in 2020.The dataset 
original features are more than 200, and it contains a mass of missing values and abnormal 
values.  

After data cleaning and principal component analysis method to select features, The missing 
values are processed. Missing values with more values are marked with special labels. Those 
with fewer missing values are supplemented using average values. For labeled data, features 
with more missing values use special labeled values to replace the missing values. Features with 
more than 80% missing values are selected to be deleted. The creditworthiness of a company is 
determined by the combination of its audit rating and tax rating as well as its default record. The 
meaning and calculation principle of the feature are shown in Table 2. 

4.2. Experiment environment 

The environment for this experiment is: Intel(R) Core (TM) i7-10700 CPU @ 2.90GHz 
2.90GHz, NVIDIA GeForce RTX 2060. The ratio of the training set to the test set of the data is 
7:3, and the partition random parameter is 13. The maximum depth of the tree split is 3. 

Table 2 Features of Co-realdata dataset 

Feature Meaning of feature Calculation principle 

X1 
Operating income level in the 

industry 
Last year's operating income/ Last year's 

Industry median operating income 

X2 Operating income Operating income in corporate financial reports 

X3 Profit total Total profit of the enterprise for the period 

X4 
Average amount of VAT paid in the 

previous two years 
(Amount of VAT paid in the previous year+ 

Amount of VAT paid last year)/2 

X5 Profit level in the industry 
Total profit last year/ Industry median of last 

year's total profit 

X6 Years of establishment 
Number of years from company incorporation to 

the statistical date 

X7 Number of insured species 
The number of insurance coverage for enterprise 

participation 

X8 Whether to pay taxes regularly 
the corporate tax amount is greater than 0 and 

the tax is not owed as normal 

X9 
Whether there are social insurance 

payment records 
if there is a pension insurance contribution 

record on the latest contribution date 

X10 
Number of months since the last tax 

payment 
Number of months since the last tax payment 



4.3. Evaluation Principles 

In order to compare the performance of different models in the same dataset this paper selects 
various model evaluation metrics to compare the proposed integrated model with the popular 
machine learning models. We use Precision Score, Recall Score and F1-score [25] to analyze 
and evaluate the classification effectiveness of the model in all aspects. Among them, the 
Precision Score represents the percentage of samples that are actually positive among those 
predicted to be positive by the model. The recall rate, also called the full rate, is the proportion 
of all positive samples that are actually predicted to be positive by the model. The F1-score is 
used to represent the summed average evaluation metric of the accuracy and recall, and is 
calculated as follows. In general, the higher the precision, the lower the recall. In the evaluation 
of enterprise credit, we hope to improve the recall rate under the condition of ensuring the 
precision rate. We also use the PR curve to evaluate the model [26].PR curves can intuitively 
and accurately show the performance of the model in binary result prediction [27]. 

4.4. Experimental results  

In the publicly available dataset this paper uses a random split of the original data into a 7:3 
training and test set to compare the performance of each model on the same dataset. The 
experimental data on UCI's credit dataset are shown in Table 3 below： 

Table 3 Model training results of UCI dataset 

Algorithm Accuracy Recall precision F1 

xgboost 0.9871 0.9931 0.9865 0.9898 
LR 0.9957 0.9932 1.0000 0.9966 

adaboost 0.9012 0.8503 0.9921 0.9157 
RF 0.9957 0.9932 1.0000 0.9966 

LRB 0.9872 0.9798 1.0000 0.9897 

Where LR is logistic regression, RF is random forest algorithm. LRB (Logistic Regression 
Boosting) is the integrated model proposed in this paper. 

From the table, we can see that in the UCI dataset with small data volume, the commonly used 
adaboost algorithm with CART decision tree as the base model is slightly inferior to the other 
models in terms of accuracy. The other four algorithms do not differ significantly in terms of 
accuracy. The LRB ensemble algorithm is comparable to the others when dealing with simpler 
data, and has higher accuracy than XGboost. In order to compare the effectiveness of the model 
in more complex situations, the BeiJing dataset with more features was selected. The 
performance of each algorithm in the BeiJing dataset is shown in the following Table 4. 

Table 4 Model training results of BeiJing dataset 

Algorithm Accuracy Recall precision F1 

xgboost 0.8942 0.9665 0.9153 0.9402 
LR 0.6634 0.7151 0.8707 0.7853 

adaboost 0.8743 0.9832 0.9167 0.9487 
RF 0.9086 0.9831 0.9167 0.9488 

LRB 0.8606 0.9051 0.9310 0.9178 



The table shows that the simple logistic regression model is significantly less accurate than 
several other models as the number of features becomes larger, while the random forest model 
has the highest accuracy and the adaboost algorithm with CART as the base model has the 
highest recall rate. The algorithm proposed in this paper has the highest accuracy rate in this 
dataset, which proves that the model does have better ability in identifying good and bad credit 
scenarios of enterprises. 

Figure 3 below shows the PR curves of the five machine learning algorithms in the BeiJing 
dataset. Among them, XGB is the XGboost algorithm, LRB is the integrated algorithm proposed 
in this paper, ADA is the adaboost algorithm and RF is the random forest algorithm. It is very 
intuitive to see that the simple logistic regression is indeed less effective in the face of more 
complex problems with larger dimensionality, while the integration model proposed in this 
paper can achieve comparable results with other nonlinear structures. 

From the figure, we can see that the algorithm proposed in this paper has certain robustness in 
the face of imbalanced data, and can fully learn the characteristics of the defaulted enterprises 
with a small number of defaulted enterprises. 

 

Figure 3: PR curve of BeiJing dataset 

The performance in the actual co-realdata data set is shown in Table 5 below, from which it is 
clear that the simple logistic regression model is much less effective than several other models 
when the data volume becomes larger, while the random forest model has the highest accuracy 
and the adaboost algorithm has the highest recall rate. In terms of checking accuracy, the 
proposed ensemble algorithm is comparable to XGboost and random forest algorithms. 
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Table 5 Model training results of Co-realdata dataset 

Algorithm Accuracy Recall precision F1 

xgboost 0.8729 0.9288 0.8398 0.8821 
LR 0.4313 0.2403 0.4059 0.3019 

adaboost 0.9087 0.9832 0.9167 0.9488 
RF 0.8942 0.9665 0.9153 0.9402 

LRB 0. 8276 0.8268 0.8347 0.8307 

Figure 4 below shows the PR curves of each model in this dataset. From the figure, it can be 
seen that the integrated algorithm is more effective and stable for recall less than 0.9, but the 
performance is slightly weaker than the other integrated models in general due to using only 
linear structure. This may be because the dataset contains several labeled data, and the linear 
model is weaker than the nonlinear one when facing multiple labeled data. 

From the experimental results, we can see that in Co-realdata dataset, simple logistic regression 
is difficult to make effective predictions on the dataset. The method proposed in this paper has 
higher accuracy than XGboost, adaboost and even random forest algorithm in the data set with 
less data and simpler features. Moreover, the difference between the results in real data sets and 
these nonlinear and more complex methods is not much, but it has very good interpretability. In 
the case of enterprise credit evaluation, which requires high interpretability, the method 
proposed in this paper can better detect the enterprises with abnormal credit. 

 

Figure 4: PR curve of Co-realdata dataset 

4.5. Interpretable analysis experiments 

The integrated model consists of only the more interpretable logistic regression as the base 
model, so that changes in variables and changes in parameters during training are transparently 
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visible. Suppose that for dataset D, the set of n logistic regressions is obtained after the tree 
structure layer 𝐿𝑅ଵ ൌ ሼ𝑓ଵሺ𝑥ሻ, 𝑓ଶሺ𝑥ሻ, … , 𝑓௡ሺ𝑥ሻሽ . Let the weight of each logistic regression 𝑓௜ሺ𝑥ሻ 
for all 𝑁  features be 𝜃௜ ൌ ሼ𝜃௜ଵ, … , 𝜃௜ேሽ . Let the set of logistic regressions  𝐿𝑅ଶ ൌ
ሼℎଵሺ𝑥ሻ, ℎଶሺ𝑥ሻ … , ℎ௠ሺ𝑥ሻሽ obtained by adaboost training, where 𝑚 is the number of parameter-
based models in adaboost. The final result is 𝐴ሺ𝑥ሻ ൌ ∑ 𝜔௝ℎ௝ሺ𝑥ሻ௠

௝ୀଵ  when multiplied by the 
weights of each base model obtained from adaboost training.  

For the data  𝑥଴  used for prediction  is first passed through 𝐿𝑅ଵ to obtain 𝑌ሺ𝑥଴ሻ ൌ
ሼ𝑦ଵ, 𝑦ଶ … , 𝑦௡ሽ ൌ ሼ𝑓ଵሺ𝑥଴ሻ, 𝑓ଶሺ𝑥଴ሻ, … , 𝑓௡ሺ𝑥଴ሻሽ, and then 𝑌ሺ𝑥଴ሻ is used as the independent variable 
of 𝐴ሺ𝑥ሻ. The prediction result is 𝐴ሺ𝑌ሺ𝑥଴ሻሻ.It is easy to see that the linear structure is used in the 
whole prediction process, so assuming that the independent variable changes, i.e.  𝑥 ൌ 𝑥଴ ൅ 𝛥𝑥 , 
the final result is easily obtained by substituting the above formula: 

𝐴ሺ𝑌ሺ�̄�ሻሻ ൌ ∑ 𝜔௝ℎ௝ሺ𝑌ሺ�̄�ሻሻ௠
௝ୀଵ ൌ ∑ 𝜔௝ℎ௝ሺ∑ 𝑓௜ሺ�̄�௡

௜ୀଵ ሻ௠
௝ ሻ                           (3) 

where 𝑓௜ሺ𝑥ሻ is the linear model logistic regression, which shows that the model proposed in this 
paper has a strong interpretability. The whole training process is transparent and controllable, 
and all parameters are visible and referable, which not only ensures the readability of the data 
for further analysis in practical applications, but also allows the contribution of each feature in 
the model to be compared with the past experience and statistical knowledge of enterprise credit 
evaluation. 

Since the integration model proposed in this paper is a combination of linear models, the larger 
the absolute value weight of a feature in the model can be considered as the greater the 
contribution of that weight to the prediction, in other words the more important the feature is 
considered by the model.  Therefore, the importance of the features obtained from the training 
of XGboost and Random Forest algorithm in the real dataset is compared with the absolute 
magnitude of the weights of each feature in the proposed ensemble model in this paper. This is 
used to determine whether the new method is informative. the feature importance of XGboost 
and Random Forest algorithm in the co-realdata dataset are shown in Figure 5 and Figure 6 
below. 

 

Figure 5: Importance of features of XGboost 



 

Figure 6: Importance of features of RF 

Figure 7 below shows the weights of each feature in the proposed integration algorithm. It can 
be seen that the proposed integrated algorithm, like the XGboost and Random Forest algorithms 
[28], considers the sixth feature as the most important, and also considers the ninth feature as 
the one with the least impact on the results. In addition, our integrated algorithm, like the random 
forest algorithm, considers feature 2 and feature 10 to be the most important features in the 
model. The importance of other features does not differ much. This proves that the model has 
the same feature importance discrimination ability as XGboost and Random Forest algorithm 
to a certain extent, and has very strong interpretability. 

 

Figure 7: The absolute value of the feature weight of the LRB on Co-realdata dataset 

5. Conclusion 

In this paper, we propose an interpretable integration method based on the basic logistic 
regression method to better fit the corporate credit evaluation problem. To ensure the model 



interpretability and data transparency, the new method uses linear logistic regression with strong 
interpretability as the base model, and constructs a tree structure using the structural score gain 
of XGboost, as well as a combined integration using adaboost. The experimental analysis shows 
the good performance of the above methods in real credit evaluation scenarios with good 
robustness and interpretability. In the practical use of credit evaluation, the new method can 
ensure the interpretability of the model and can be combined with other empirical knowledge 
for credit analysis, which can better integrate with the specific needs of lending, investment and 
risk control, and effectively support the construction of credit evaluation system for business 
operation. 

Inherited from the standard logistic regression method characteristics, our method requires 
relatively high pre-processing requirements for data. In the next step, we will conduct 
optimization research on algorithm efficiency and pre-processing links. 
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