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Abstract. This paper aims to build a salary prediction model based on the Dual-
Adaboosting System which is an improvement method of the Adaboosting algorithm. 
Adaboosting feature importance ranking method is employed for the paper to conduct 
feature filtering after the dataset is cleaned and preprocessed. Afterward, regression 
prediction models were established using different methods to help obtain comparative and 
analytical results based on RMSE and MAE, serving as a control experiment. Finally, we 
conducted experiments using the Dual-Adaboosting system and obtained the final salary 
prediction model. This model definitely has practical reference significance for human 
resources management and the improvement of the Adaboosting algorithm. 
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1 Introduction 

Salary prediction is a topic of global interest and generates a lot of discussion. Lasso regression, 
Random forest, Ridge regression, Decision tree, Adaboosting and other machine learning 
algorithms are commonly employed in salary prediction models. Several researchers have 
dedicated extensive effort towards studying salary prediction, such as predicting the per capita 
wages of urban mining units based on grey theory [1], predicting job salaries based on random 
forest algorithm [2], conducting employment salary forecast via KNN algorithm [3], and 
application of machine learning in human resource management [4]. However, the widespread 
used regression prediction algorithms can not break through the lower limit of error when faced 
with complex salary datasets.  

This paper proposes an optimization algorithm called Dual-Adaboosting system and uses this 
algorithm to predict the salaries of candidates in the data science field from the United States. 
At the same time, a control experiment is set up to test the rationality and effectiveness of the 
new algorithm. This method can deal with more complex and varied salary data for salary 
prediction, and can be better applied to human resource management. Moreover, this new 
algorithm can be applied to other regression prediction fields. 
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2 Theoretical foundation 

Machine learning is the scientific field focusing on the ways that machines analyze on historic 
data and produce meaningful conclusions automatically [5]. Ensemble learning algorithms are 
one type of machine learning algorithms. Adaboosting is the typical example of Ensemble 
learning. The Dual-Adaboosting system used in this paper is an optimized innovation based on 
the Adaboosting regression.  

Adaboosting regression is an ensemble method that combines multiple weak regressors. In the 
process of combination, the training sample weights are adjusted based on the previous round's 
prediction results and the prediction errors of each weak regressor are weighted. Finally, a more 
accurate strong regressor is obtained through iteration [6]. The flowchart of the Adaboosting 
regression is shown in Figure 1. 

Fig. 1. The flowchart of the Adaboosting regression 

3 Materials and Methods 

3.1 Dataset used in the study 

Since America is a large economy deeply involved in globalization, and its salary levels are 
largely correlated with international salary levels, this paper hence selects the salary in the US 
data science field as the core research subject, and dataset records were obtained from 
kaggle.com.  

The dataset contains a total of 742 observations, with each observation representing an annual 
salary (in thousands of US dollars) corresponding to multiple columns of candidates’ 
information. The salary range in the dataset shows a difference from $13.5k to $254k and the 
salary distribution is shown in Figure 2. 



Fig. 2. Salary distribution of the dataset 

Based on the information of the dataset, a salary prediction model can be established. There are 
28 variables in this dataset. Some variables are only used for explanatory purposes or have no 
substantive meaning, so they are not included in the scope of the model calculation. After 
removing these variables, there are 18 variables left in the dataset. Therefore, the variable named 
'salary' serves as the dependent variable, and the other 17 variables are used as independent 
variables. The independent variables in this dataset are a mix of numerical and categorical 
variables, and the distribution of the numerical and categorical variables is shown in Table 1. 

Table 1. The proportion of two categories of variables 

Type Number Proportion 

Categorical 8 47.06% 

Numerical 9 52.94% 

The basic information of numerical and categorical variables is shown in Table 2 and Table 3, 
respectively. 

Table 2. Basic information about numerical variables 

Count Min Max Mean 

Rating 742 -1 5 3.62 

Company age 742 -1 276 46.59 

Python 742 0 1 0.53 

Spark 742 0 1 0.23 

Aws 742 0 1 0.24 

Excel 742 0 1 0.52 

Same state 742 0 1 0.56 

Hourly wage system 742 0 1 0.03 

Provided insurance 742 0 1 0.02 



Table 3. Basic information about categorical variables 

Count Unique Top Freq 

Job title 742 264 Data scientist 131 

Job location 742 200 New York 55 

Headquarters 742 198 New York 52 

Company size 742 9 1001 to 5000 150 
Type of 

ownership 
742 11 

Private 
company 

410 

Industry 742 60 Biotech 112 

Sector 742 25 
Information 
technology 

180 

Company 
revenue 

742 14 $10+ billion 124 

3.2 Methods 

In this paper, variables are first divided into numerical variables and categorical variables. After 
data cleaning, numerical variables are scaled and categorical variables are transformed into 
multiple dummy variables. Then, Adaboosting feature importance ranking is used for feature 
filtering to reduce the risk of overfitting. Afterward, various methods such as random forest 
regression, decision tree, and ridge regression are used to build regression prediction models, 
serving as control models. Finally, the Dual-Adaboosting method is used to establish the final 
salary prediction model.  

Data cleaning and preprocessing. 

Processing of missing values and outliers 

There are no missing values in this dataset, but there are some outliers, such as the appearance 
of -1 for company age. For numerical variables with outliers, we fill them with mean values, 
while for categorical variables with outliers, we fill them with mode values. 

Processing of numerical variables 

In order to reduce data errors and improve algorithm performance, the "min-max rescaling" 
method is used to perform linear transformation on the variables "Rating" and "Company age" 
to map their feature values to the interval [0, 1]. The formula for "min-max rescaling" is as 
follows (1) : 

𝑋ᇱ =
௑ି௑௠௜௡

௑௠௔௫ି௑௠௜௡
 (1) 

Where X is the initial feature value, Xmax and Xmin are the maximum and minimum values of 
the feature, respectively, and X' is the transformed feature value. 

Processing of categorical variables 

In this paper, all categorical variables are directly transformed into dummy variables, which are 
0-1 variables. As a result, the entire dataset has become numerical variables. 



Adaboosting feature importance ranking for feature filtering. 

In previous studies, the commonly used feature selection methods were point-biserial 
correlation analysis and random forest feature importance ranking method [7]. However, when 
facing complex and diverse data, the performance of point-biserial correlation analysis is not 
satisfactory. Through experimental comparison, it is found that Adaboosting feature importance 
ranking method performs better than random forest feature importance ranking method on this 
dataset. Therefore, we choose Adaboosting feature importance ranking for feature filtering. 

The specific procedure is as follows: The dataset is split into training and testing sets in a 7:3 
ratio. Then, the variables in the dataset are inputted into the Adaboosting regression model. 
Finally, the Adaboosting feature importance ranking is generated, and features with an 
importance value less than 0.001 are filtered out. This process is shown in Figure 3. 

Fig. 3. Process of Adaboosting feature filtering 

The partial feature importance ranking generated by the Adaboosting regression model is shown 
in Table 4. 

Table 4. The top7 features of the Adaboosting feature importance ranking 

Feature Importance 

GRM Actuarial 0.090 

Machine Learning Scientist 0.054 

San Francisco 0.048 

Rating 0.046 

Company age 0.042 

Python 0.035 

Hourly wage system 0.031 

Model  building 

This paper uses an innovative optimization algorithm called Dual-Adaboosting, in modeling 
and compares the results with those obtained by other traditional algorithms, confirming the 
feasibility of the Dual-Adaboosting system.  

First, we split the dataset that has undergone feature filtering into training and testing sets. Then, 
we use random grid search and Bayesian search to regulate parameters of the Adaboosting 



model and fit the first Adaboosting model [8]. We chose decision tree as the base model in the 
Adaboosting model. Afterward, we calculate the error between each predicted value and the 
true value of the first Adaboosting model training set to obtain the residual. We use the 
independent variable X in the training set and residual/2 which has a better fitting effect than 
residual to fit the second Adaboosting model, the reason for using residual/2 is shown in formula 
(2) : 

𝑌௧௥௔௜௡ −
௒೟ೝೌ೔೙ା௒೛ೝ೐೏

ଶ
=

௒೟ೝೌ೔೙ି௒೛ೝ೐೏

ଶ
=

ோ௘௦௜ௗ௨௔௟
 

ଶ
 (2) 

In this formula, 𝑌௧௥௔௜௡ refers to the dependent variable Y in the training set, and 𝑌௣௥௘ௗ refers to 
the predicted value of the first Adaboosting model for the training set. 

Finally, the predicted salary value of the testing set is equal to the predicted salary value of the 
first Adaboosting model testing set plus the predicted salary value of the second Adaboosting 
model testing set. The whole flow chart of the Dual-Adaboosting system is depicted in Figure 
4. 

Fig. 4. The whole flow chart of the Dual-Adaboosting system 

4 Experiments & Results 

4.1 Experiment environment 

The dataset comes from a public database named kaggle.com. This experiment was done in 
python 3.8.0, and the configuration of the computer is shown in Table 5. 



Table 5. The configuration of the computer 

Hardware Hardware model 

CPU Intel core i7 CPU 2.90 GHZ 

RAM 40.0 GB 

4.2 Experiments and results 

Firstly, comparative experiments are conducted using Lasso regression model, Ridge regression 
model, random forest regression model, SVR model [9], GradientBoosting model [10] and 
Adaboosting model. The results are shown in Table 6. 

Table 6. Experimental results of different regression models 

Training (RMSE) Testing (RMSE) Testing (MAE) 

Lasso 32.99 35.77 28.38 

Ridge 19.27 26.44 19.64 

Randomforest 31.09 36.48 28.23 

SVR 38.01 41.05 31.76 

GradientBoosting 37.24 40.45 31.46 

Adaboosting 3.18 20.67 10.52 

Secondly, we conducted experiments using the Dual-Adaboosting system, and the result is 
shown in Table 7. 

Table 7. Experimental result of the Dual-Adaboosting system 

Training (RMSE) Testing (RMSE) Testing (MAE) 

Dual-Adaboosting 2.83 17.57 8.36 

From the experimental results, the Dual-Adaboosting system can reduce the risk of overfitting 
to some extent, and the performance of the traning and testing sets are better than that of the 
other models.  

5 Conclusions 

In this paper, we propose the innovative optimization algorithm Dual-Adaboosting system and 
applie it to salary prediction. Compared with various traditional algorithms, this method 
effectively reduces errors in salary prediction and has good application prospects. However, 
there are also aspects that need improvement for this approach. For example, its running time is 
longer than traditional algorithms, and the parameter tuning process is more complex.  
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