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#### Abstract

In this work, we propose a method for reconstructing three-dimensional scenes from a sequence of images which only one image is calibrate. The system is initialized by a calibrated image. The projection matrices of the other images in the sequence are estimated from the first projection matrix (obtained by the calibration of the camera), and the matching between the images is determined by solving a system of linear equations. The intrinsic and extrinsic parameters of the camera used are estimated from the Cholesky decomposition of the projection matrix. Finally, obtaining the 3D scene is based on the Euclidean reconstruction of the detected and matched control points in the pairs of images.
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## 1 Introduction

3 D reconstruction is a technique for obtaining a three-dimensional representation of an object from a sequence of images taken by different views ([27], [28], [29], [30], [31], [32]). Most 3D reconstruction techniques use calibration or autocalibration methods. Calibration methods use a known object (a calibration pattern 2D or 3D...) to find the cameras parameters, the projection of some points (in the image planes) which characterize the objects permit to solve a system of linear equations. Among the calibration methods, we have those presented in ([1], [2], [3]). The methods of autocalibration of the cameras are based on the estimation of the camera's parameters but without any knowledge a priori on the stage. Among these methods, we have those treated in ([4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [20], [21], [22], [23], [24], [25], [26]). The cost functions of these methods are generally non-linear, and they are formulate according to the invariants in the images and camera parameters.
In this work, we treat a three-dimensional scene reconstruction method from a sequence of images with a single image calibrated. Our system is initialized from a calibrated image.
The rest of this work is organize as follows: the second part presents some notations used in this work. The third part presents the pinhole model of the camera. Detection and matching of interest points will presented in the fourth part. The fifth part deals with the determination of the projection matrices and the autocalibration of the cameras. Experiments on real data will presented in Part 6 and the conclusion to this work is presented in Part 7.

## 2 Notations

$M_{1}$ is a point in the 3D scene whose homogeneous coordinates are $\left(\begin{array}{c}X \\ Y \\ Z \\ 1\end{array}\right)$
$P_{i 1}$ et $P_{j 1}$ are the projection matrices of point $M_{1}$ on the image planes respectively $i$ et $j$
$m_{i 1}$ et $m_{j 1}$ are the projections of the point $M_{1}$ on the image plane respectively $i$ et $j$

## 3 Camera model

We use in this work the pinhole model of camera Figure1. which represents geometrically the perspective projection; this model is used to project the scene in the image plane. It is characterized by a $3 \times 4$ matrix
$R_{i}$ : The matrix of rotation, $t_{i}$ the translation vector of the camera and $K_{i}$ represents the matrix of intrinsic parameters such as:

$$
\left(\begin{array}{ccc}
f_{i} & s_{i}=0 & u_{0 i} \\
0 & \varepsilon_{i} f_{i} & v_{0 i} \\
0 & 0 & 1
\end{array}\right)
$$

$f_{i}$ : is the focal length, $\varepsilon_{i}$ is the scale factor (we consider that the pixels are square, so $\varepsilon_{i}=1$ ), $s_{i}: 1$ is the image skew, and ( $\left.\begin{array}{ll}u_{0 i} & v_{0 i}\end{array}\right)$ : are the image coordinates of the principal point.


Fig. 1. Pinhole model.

## 4 Interest points and matching

### 4.1 Interest points

There are several methods to detect the interest points, among these methods we have those presented in ([15], [16]). We based in this work on the Harris detector [16]. The basic idea of Harris detector is to use the self-correlation function to determine the places where the signal changes in the two directions simultaneously.

$$
G=\sum_{u, v} W(u, v) \otimes\left(\begin{array}{cc}
I_{u}^{2} & I_{u} I_{v}  \tag{1}\\
I_{u} I_{v} & I_{v}^{2}
\end{array}\right)
$$

With:

$$
\begin{equation*}
I_{u}=\frac{\partial I(u, v)}{\partial u} ; I_{v}=\frac{\partial I(u, v)}{\partial v} \tag{2}
\end{equation*}
$$

$$
\begin{equation*}
W(u, v)=\frac{1}{2 \pi \sigma^{2}} \operatorname{Exp}\left(-\frac{u^{2}+v^{2}}{\sigma^{2}}\right) \tag{3}
\end{equation*}
$$

Harris proposes to calculate a measure based on the determinant and the trace of $G$ by the following formula:

$$
H=\operatorname{det}(G)-\lambda \operatorname{trace}(G) \quad \text { avec } \lambda \in\left[\begin{array}{ll}
0.04 & 0.06 \tag{4}
\end{array}\right]
$$

If $H>0$ : Area containing an interest point.

### 4.2 Matching of interest points

The matching of interest point is an important step to calibrate the cameras‘s used; several works ([17], [18], [19]) are developed on this field. The correlation measure used in this work is the Zero mean Normalized Cross Correlation (ZNCC). [19]

$$
\begin{equation*}
\operatorname{ZNCC}\left(s_{1}, s_{2}\right)=\frac{\sum_{i=-N}^{N} \sum_{j=-S}^{S}(M-E)(H-F)}{\sqrt{\sum_{i=-N}^{N} \sum_{j=-S}^{S}(M-E)^{2} \sum_{i=-N}^{N} \sum_{j=-S}^{S}(H-F)^{2}}} \tag{5}
\end{equation*}
$$

With:

$$
\begin{gather*}
\begin{array}{c}
M=I_{1}\left(u_{1}+i, v_{1}+j\right) \\
H=I_{2}\left(u_{2}+i, v_{2}+j\right)
\end{array}  \tag{6}\\
E=\frac{1}{(2 N+1)(2 S+1)} \sum_{i=-N}^{N} \sum_{j=-S}^{S} I_{1}\left(u_{1}+i, v_{1}+j\right)  \tag{7}\\
F=\frac{1}{(2 N+1)(2 S+1)} \sum_{i=-N}^{N} \sum_{j=-S}^{S} I_{2}\left(u_{2}+i, v_{2}+j\right) \tag{8}
\end{gather*}
$$

And $\left(s_{1}, s_{2}\right)=\left(\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)\right.$ are the coordinates of the pixels considered.

## 5 Estimation of the projection matrices and autocalibration of camera

### 5.1 Estimation of the projection matrices

We know that the projection of the point $M_{1}$ of the 3D scene on the image plane $i$ is written in the following form:

$$
\begin{equation*}
m_{i 1} \sim P_{i 1} M_{1} \tag{10}
\end{equation*}
$$

Knowing that $P_{i 1}$ is obtained from calibration of the camera in the first view (image).
The previous equation contains two equations with 3 unknowns, which are the coordinates of $M_{1}$.

The projection of the point $M_{1}$ of the 3D scene on the image plane $j$ is written in the following form:

$$
\begin{equation*}
m_{j 1} \sim P_{j 1} M_{1} \tag{11}
\end{equation*}
$$

The previous equation contains two equations with 14 unknowns. 11 unknowns for $P_{j 1}$ and the 3 unknowns of $M_{1}$.

To determine the coefficients of $P_{j 1}$, we need 12 matches to generate a system of 48 linear equations with 47 unknowns.

There are 11 unknown for $P_{j 1}$ matrix and 36 unknowns for the 3D points (because we have 12 matches, therefore we have 3D points and each 3D point has 3 coordinates «unknowns»).

By solving the system, we will obtain the projection matrix $P_{j 1}$ and so on until the end of the image sequence.

### 5.2 Autocalibration of camera

### 5.2.1 Extraction of intrinsic parameters :

The projection matrix of the points of the 3D scene on the image plane is defined as follows:

$$
\begin{equation*}
P_{j} \sim\left(K_{j} R_{j} \quad-K_{j} R_{j} t_{j}\right) \tag{12}
\end{equation*}
$$

We put $\bar{P}_{j}$ the $3 \times 3$ sub-matrix composed of the first three columns of $P_{j}$. We have:

$$
\begin{equation*}
\bar{P}_{j} \sim K_{j} R_{j} \tag{13}
\end{equation*}
$$

If we multiply each side of the equation with its transpose:

$$
\begin{equation*}
\bar{P}_{j} \bar{P}^{T}{ }_{j} \sim K_{j} R_{j} R^{T}{ }_{j} K^{T}{ }_{j} \tag{14}
\end{equation*}
$$

Since $R_{j}$ is orthogonal: $R_{j} R^{T}{ }_{j}=I$. Then:

$$
\begin{equation*}
\bar{P}_{j} \bar{P}^{T}{ }_{j} \sim K_{j} K^{T}{ }_{j} \tag{15}
\end{equation*}
$$

We see on the left a symmetric and positive definite matrix.
Its Cholesky decomposition gives an upper triangular matrix $B_{j}$ with:

$$
\begin{equation*}
\bar{P}_{j} \bar{P}^{T}{ }_{j} \sim B_{j} B^{T}{ }_{j} \tag{16}
\end{equation*}
$$

If we compare this equation with the preceding equation, while reminding us that $K_{j}$ is upper triangular, we then find that $B_{j}$ is indeed the calibration matrix $K_{j}$ sought or almost: the element $(3,3)$ of $K_{j}$ must be equal to 1 . We then multiply $B_{j}$ with the appropriate scalar in order to satisfy this constraint. Then we can extract the intrinsic parameters of $B_{j}$ (or $K_{j}$ ).

### 5.2.2 Extraction of extrinsic parameters

Once the intrinsic parameters have been extracted, the calculation of the extrinsic parameters is no longer very difficult. We have :

Then :

$$
P_{j} \sim\left(\begin{array}{ll}
K_{j} R_{j} & -K_{j} R_{j} t_{j} \tag{17}
\end{array}\right)
$$

$$
K_{j}^{-1} P_{j} \sim\left(\begin{array}{ll}
R_{j} & -R_{j} t_{j} \tag{18}
\end{array}\right)
$$

We put $A_{j}$ the $3 \times 3$ sub-matrix consisting of the first three columns of $K^{-1}{ }_{j} P_{j}$. So we have $A_{j} \sim R_{j}$ We can make this equation exact (make disappear the symbol $\sim$ ) by multiplying $A_{j}$ with an appropriate scalar $\lambda$ :

$$
\begin{equation*}
\lambda A_{j}=R_{j} \tag{19}
\end{equation*}
$$

How to choose $\lambda$ ?
The equality of the matrices implies the equality of their determinants, from which we obtain:

$$
\begin{equation*}
\lambda^{3} \operatorname{det}\left(A_{j}\right)=\operatorname{det}\left(R_{j}\right)=1 \tag{20}
\end{equation*}
$$

So, we choose $\lambda=\sqrt[3]{1 / \operatorname{det}\left(A_{j}\right)}$
Now :

$$
\lambda K^{-1}{ }_{j} P_{j}=\left(\begin{array}{ll}
R_{j} & -R_{j} t_{j} \tag{21}
\end{array}\right)
$$

(Note the exact equality: $=$ ). The first three columns of the left matrix then give us directly the rotation matrix $R_{j}$. Once $R_{j}$ determined, the calculation of the vector $t_{j}$ is trivial.

$$
\lambda R^{-1}{ }_{j} K^{-1}{ }_{j} P_{j}=\left(\begin{array}{ll}
I_{3 * 3} & -t_{j} \tag{22}
\end{array}\right)
$$

## 6. Experimentations

In this phase, we took a differents views of a sequence of $19480 \times 640$ images of a threedimensional scene unknown by a CCD camera knowing that the first image is calibrate.

Figure 2.shows two of the 19 images of the used sequence. The interest points in these two images are detected by the Harris algorithm and represented in Figure 3. by the green color. The matching between this pair image are determined by using the ZNCC correlation measure and are shown in Figure 4.


Fig. 2. Two images of the three-dimensional scene


Fig. 3. The interest points detected in two images.


Fig. 4. The matchingsbetween the couple of two images.

The result of the reconstruction of the scene after the implementation of the different algorithms (Harris, ZNCC, Ransac ...) by the Java programming language is represented in Figure 5. Below.


Fig. 5. Cloud points of the reconstructed 3D scene.

## 7. Conclusion

In this work, we have treated an approach to reconstruct three-dimensional scenes from a sequence of images which only one image is calibrate. The projection matrices of the others are obtained by solving a system of linear equations containing 16 equations at 14 unknowns. The interest points are detected by the Harris algorithm and matched by the ZNCC correlation method, and they are used with the projection matrices of the scene in the image planes to determine the point cloud coordinates, and finally to reconstruct the scene.
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