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Abstract. Machine Translation has been one of the main areas of research in the 

dawn of Artificial Intelligence. Although getting a human-level accuracy through 

a machine was considered as a task that is next to impossible, this cliché is on the 

verge of being broken. The paper discusses the development of an MT system 

for English-Bharti Braille. The system translates the English test into Braille 

which can be read by people who are visually impaired. For this a separate mod-

ule for handling name entities is incorporated into the MT pipeline. It is an at-

tempt to disseminate knowledge to people who have a craving for learning. The 

results of the system are compared using BLEU metric and have shown improve-

ment over the baseline system. 

Keywords: Machine Translation, Name Entity Recognition, Source Text Re-

writing, Syntax Transfer, Bharti Braille. 

1 Introduction 

Bharti Braille is a type of braille script that is used for writing the Hindi language in 

India. It was developed by the National Institute of Visually Handicapped (NIVH) in 

Dehradun, India, to address the needs of blind people who speak Hindi as their primary 

language. It is important because: 

• Accessibility: Bharti Braille makes the Hindi language accessible to blind 

people, allowing them to read and write in their own language. 

• Independence: With Bharti Braille, blind people can communicate inde-

pendently without relying on sighted people to read or write for them. 

• Inclusion: Bharti Braille promotes inclusion by allowing blind people to par-

ticipate fully in society, including in education, employment, and other ac-

tivities. 

• Cultural preservation: Bharti Braille helps preserve the Hindi language and 

its cultural heritage by making it accessible to all, regardless of visual ability. 

Bharti Braille is an important tool for promoting equality, accessibility, and inclu-

sion for blind people who speak Hindi. It is based on the standard braille system, but 

with some modifications to accommodate the unique features of the Hindi language. 

Here are some key features of Bharti Braille: 
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• Six-dot system: Bharti Braille uses a six-dot system like other braille scripts, 

with each dot representing a different letter or symbol. 

• Consonants: The 33 consonants of the Hindi language are represented by the 

first 33 letters of the Bharti Braille alphabet. 

• Vowels: Bharti Braille uses a diacritic system to represent the 13 vowel 

sounds of the Hindi language. A dot placed above or below the consonant dot 

indicates the corresponding vowel sound. 

• Additional symbols: Bharti Braille includes additional symbols for punctua-

tion marks, numbers, and special characters. 

• Ligatures: To save space, Bharti Braille uses ligatures, which combine two 

or more letters into a single braille cell. 

• Capital letters: Capital letters are indicated by a special capitalization sign at 

the beginning of a word. 

Thus, Bharti Braille is a comprehensive writing system that allows blind people who 

speak Hindi to read and write their language independently. It is an important tool for 

promoting accessibility, inclusion, and cultural preservation for this community. 

2 Literature Survey 

Lewis et al. (2012) have developed acceptable performance items for demonstrating 

competence I literary Braille. Hong et al. (2012) devised an alternative method for 

Braille notetakers for visually impaired people in the form of a dedicated notetaking 

device for Braille. Herzberg and Rosenblum (2012) provided an analysis of 107 math-

ematical worksheets prepared for visually impaired students on the basis of accuracy. 

Al-Salman et al. (2012) proposed new method for Braille image segmentation by uti-

lizing between-class variance method with gamma distribution given by Otsu. Their 

method had two main segments: first, finding optimally estimated thresh-old using the 

variance technique with gamma distribution mixture and second, using the optimal 

thresholds for braille image segmentation. 

Authman and Jebr (2012) have described a new technique for identifying Braille 

cells in a single-sided Braille document in Arabic. Their optical Braille Recognition 

system for Arabic performs two tasks: first is to identify printed Braille cells and second 

is converting them as normal text. Padmavathi et al. (2013) have proposed a method to 

convert a scanned document of Braille into completely readable text for-mat. Braille 

documents were pre-processed to reduce noise and enhance the dots. Dots were then 

extracted after Braille cells were segmented and was changed in a sequence of numbers. 

It is then mapped to correct alphabets of the language (English, Hindi or Tamil) and is 

read aloud with the help of a speech synthesizer. They also gave a method of typing 

Braille via the numeric pad on keyboard. 

Abualkishik and Omar (2013) have introduced a Quran Braille Translator which 

could translate verses from Quran to Braille. They used extended finite state machine 

(EFSM) for finding reciting rules of Quran and Markov algorithm to translate reciting 

rules along with Quran text to appropriate Braille code. Oda et al. (2013) adapted ML 
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for NLP to improve word segmentation for web-based automatic translation program 

for braille. They created statistical models using a SVM-based general purpose 

chunker. Hossain et al. (2013) have identified rules and conventions for Bangla Braille 

translation based on rules. They proposed a DFA based computational model for MT, 

which gave acceptable translations. The results were tested by members of visually 

impaired community. 

Al-Salman et al. (2014) have built a Braille copier machine which produced Braille 

documents in their respective languages. The machine worked as both copier as well as 

printing system using optical recognition and techniques from image processing. Ya-

maguchi et al. (2014) have highlighted the problem of accuracy while translating tech-

nical notations to Braille. To solve this problem, they have developed a assistive solu-

tion for people from STEM background who are not capable of printing. Damit et al. 

(2014) have mediated a new way of interlinking keyboard inputs from trans-lates to 

commonly used Braille characters. This enabled visually blessed people to interact with 

visually impaired people. 

Rupanagudi et al. (2014) introduced a new technique of translating Kannada braille 

to Kannada language. They devised a new algorithm to segment Braille dots and iden-

tified characters. Choudhary et al. (2015) have suggested a new approach for supporting 

communication amongst deaf-blind people. The technique included the use of smart 

gloves capable of translating Braille alphabets and can communicate the message via 

SMS. Due to this the user can convey simple messages using touch sensors. Guerra et 

al. (2015) have developed a prototype using Java which can convert Braille text to dig-

ital text. Jariwala and Patel (2015) have developed tool for translation of Gujarati, Eng-

lish and Hindi text to Braille and save it as a data file which can be directly printed via 

embosser. 

Saxena et al. (2016) have provided a real-time solution (hardware and software) for 

helping blind people. They developed a Braille hand glove which helped in communi-

cation for sending and receiving messages in real time. Nam and Min (2016) have de-

veloped a music braille converted capable of converting the musical notations such as 

octaves, key signature, tie repeat, slur, time signature etc. successfully to Braille. Park 

et al. (2016) have suggested a method of automatic translation of scanned images of 

books to digital Braille books. They implemented character identification and recog-

nized images in Books while automatically translating them to text. This method re-

duced time and cost required for producing books in Braille. 

Alufaisan et al. (2021) designed an application that identifies Braille numerals in 

Arabic and converts it to plain text using CNN-based Residual Networks. The system 

also gave speech assistance to the generated text. Apu et al. (2021) proposed user and 

budget friendly braille device that can translate text and voice to braille for blind stu-

dents. It works for different languages and converts based on ‘text’ or ‘voice’ command 

given by the user. 

Yoo and Baek (2022) have proposed a device that can print braille documents for 

blind. They implemented a raspberry Pi camera to save documents as images stored in 

device. Characters were extracted from the images and converted to Braille which is 

then processed to output braille. Their proposed device was portable and could be cre-

ated using 3D printing. Zhang et al. (2022) have used n-gram language model to 
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implement Chinese-braille inter translation system. This system integrates Chinese and 

Braille word segmentation with concatenation rules. They have also proposed an ex-

perimental plan to improve Braille word segmentation and concatenation rules with a 

word corpus of Chinese-Braille. 

3 English to Bharti Braille Machine Translation System 

3.1 Experimental Setup 

For developing our machine translation system, we first collected the corpus for 

training our MT model. We gathered a large collection of text data (6 lac sentences) 

that were used for linguistic analysis and language modeling. This corpus has a struc-

tured set of texts collected and stored for manual vetting by human annotators. The 

entire process was accomplished using the following steps:  

• Defining the corpus: first, we defined the scope and size of the corpus. This 

involved identifying the genre, and other characteristics of the texts viz cate-

gories of sentences like declarative sentences, interrogative sentences, Wh-

questions etc. we collected sentences in tourism, health and administration do-

mains. 

• Collecting the data: Once the corpus was defined, Collection of data was 

started. This involved scraping texts from websites as well as obtaining data 

from existing sources such as books and newspapers. 

• Cleaning and pre-processing the data: After the data was collected, it was 

cleaned and pre-processed to ensure that it has a usable format for linguistic 

analysis. This involved removing irrelevant data, standardizing formatting, 

and tokenizing the text into words or phrases. 

• Annotating the corpus: Annotation involved adding metadata to the corpus, 

such as part-of-speech tags, named entities and multi-word expressions. This 

made the corpus more useful for our purpose. 

Thus, through this process we collected 5,67,000 sentences with their translations. 

Out of this, 4,25,250 sentences were used for training the model and 85,050 sentences 

were used for validation and the remaining 56,700 sentences were used for testing the 

system.   

 

3.2 Working of the System 

The system was developed by constructing a pipeline for preprocessing. The first step 

towards this was to clean the data as in raw text, several abbreviations for the same 

word are used. For example, for kilometer, we found different variations like k.m., km, 

kms etc. these were processed and were all transformed into “kilometer”. Then, POS 

tagging was done. Next, named entities were identified in the text and then syntax anal-

ysis (analyze English sentences) was done. This entire process was done using Stanford 

CoreNLP library (Manning et al., 2014). The parser generated the English syntactic tree 

for an input sentence. The phrase structure syntactic tree sent to the transfer grammar 

engine which transformed the English structure into the Hindi equivalent structure. 
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The transfer grammar engine was developed as a rule-based system which had rules 

for conversion of English parse tree into Hindi parse tree. A snapshot of the rules of 

transfer grammar engine is shown in figure 1. A total of 843 rules were constructed 

which were used by the engine to transfer syntax using the various English constructs 

which were incorporated in corpus. 

 

 
Figure 1. Snapshot of Transfer Grammar Rules. 

 

After the syntax transfer of English sentence, we then translated the name entities 

using a name entity translation sub-module which translated organization names and 

transliterated the rest of the name entities. Figure 2 shows the complete workflow of 

the system. The system takes input from the user and then sends it for preprocessing 

(tokenized, normalized etc.) to pipeline. After this, Name entities from the input sen-

tence was recognized, and lexical analysis was done where POS Tagging and parsing 

of the is done. The outcome of this step was a phrase structure tree of the input sentence. 

Here, the system also identifies the name entities in the input text. After source text 

analysis, the phrase structure tree of English was converted into the phrase structure 

tree of Hindi equivalent grammar. The transfer engine performed this task, by convert-

ing the parse of English, with subject and predicate (SVO) word order into the default 

Hindi syntax, which has SOV as its default word order.  

LISP notation was used to generate the phrase structure tree. Table 1 shows the out-

put of the example sentence, and the generated phrase structure tree is shown in figure 

3. After this, the syntax of English was transformed into the syntax of Hindi. This was 

done using the transfer grammar engine. Phrase structure trees of both source (English) 

and target (Hindi) are shown in figures 4 and 5 respectively. Next, the given sentence 

was generated according to target syntax tree. Once this is done, the name entities iden-

tified earlier are translated into Hindi and are replaced by English name entities. Phrase 

structure tree of the same is shown in figure 6. Finally, the output generated at this point 

was sent to the NMT System for final translation. The output of the NMT system was 
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then sent to the post processing module to check for any known anomalies and accord-

ingly rectify them. Finally the output text in Hindi is generated which is then sent to the 

Bharti Braille Translation Engine which generated the text in Bharti Braille format.  

 

 

 
Figure 2. Working of the System. 

 

 
Figure 3. Phrase Structure Tree of English Input Sentence 

 

 
Figure 4. Phrase Structure Tree of English Sentence without Leaf Nodes 
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Figure 5. Hindi Equivalent Phrase Structure Tree Generated by Transfer Grammar 

Engine 

 

 
Figure 6. Name Entities Translated Phrase Structure Tree 

 

Table 1. Example of MT Pipeline Workflow 

Input Sentence Jawaharlal Nehru was the first prime minister of the Republic of 

India. 

POS Tagging Jawaharlal/NN Nehru/NN was/VBZ the/DT first/DEM prime/NN min-

ister/NN of/OF the/DT Republic/NN of/OF India/NN ./SYM 

English Parse in 

LISP Notation 

[S [NP [NN Jawaharlal] [NN Nehru]] [VP [VBZ was] [NP [DT the] 

[Dem first] [NN prime] [NN minister]] [PP [OF of] [NP [DT the]  [NN 

Republic] [OF of] [NN India]]]]] 

LISP Notation of 

English Phrase 

Structure Tree 

[S [NP [NN ] [NN ]] [VP [VBZ ] [NP [DT ] [DEM ] [NN ] [NN ]] [PP 

[OF ] [NP [DT ]  [NN ] [OF ] [NN ]]]]]  

Transferred 

Phrase Struc-

ture Tree 

[S [NP [NN] [NN ]] [VP [NP [DT ]  [NN ] [OF ] [NN ]] [PP [OF ] [NP 

[DT ] [DEM ] [NN ] [NN ]]] [VBZ] 

NER Translated 

Final Structure 
[S [NP [NN जवाहरलाल] [NN नेहरू]] [VP [NP [DT the]  [NN भारतीय] 
[NN गणराज्य]] [PP [OF of] [NP [DT the] [DEM first] [NN प्रधान] 
[NN मंत्री]]] [VBZ was] 
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In our experiment, the NMT model was trained using the process explained previ-

ously. The whole corpus was transformed using the preprocessed pipeline developed 

and discussed in section 3.2. An NMT model was trained using this preprocessed cor-

pus. For the training, DGX system was used where 9 encoders, 9 decoders and 18 heads 

per layer were configured for training. We used 1536 feed forward layers and 1024 

embedding layers. For testing the system, the same pipeline of section 3.2 was used 

which generated Hindi target translations for the given English input sentences. These 

Hindi translations were then sent to transfer engine for Bharti Braille conversion. Figure 

2, shows the complete workflow. Once we got the intermediate translation, the same 

was given to the NMT model which generated the output. With little or no post pro-

cessing the target sentence was produced which was then converted into Bharti Braille 

text.  

4 Evaluation 

The trained MT system was tested on 56700 sentences. BLEU metric was used for 

the evaluation of the  system and compared it result with a base line system which did 

not have the pipeline discussed in section 3.2. In this baseline system, the English sen-

tence was preprocessed and was directly sent to NMT system and then to the Bharti 

Braille system.  

The name entity induced NMT model performed better than the baseline NMT 

model. The result of this study is shown in table 2, which shows system level scores 

where the individual translation scores were added and were divided by the total num-

ber of test sentences i.e. 56700.  equation 1 shows the computation of system level 

BLEU metric. Here, BLEU-Scorei is the individual BLEU score for each sentence 

which are then added for all n sentences and are then divided by total number (n) of 

sentences. 

𝑆𝑦𝑠𝑡𝑒𝑚 − 𝑙𝑒𝑣𝑒𝑙 𝐵𝐿𝐸𝑈 𝑆𝑐𝑜𝑟𝑒 =  
∑ 𝐵𝐿𝐸𝑈−𝑆𝑐𝑜𝑟𝑒𝑖

𝑛
𝑖=1

𝑛
  (1) 

 

Table 2. Evaluation results of NMT models. 

Language Pair Baseline Models Name Entity Induced 

NMT Models 

Improvement 

English-Hindi 0.4892 0.7543 0.2651 

5 Conclusion and Future Work 

In this paper we have shown the development of an NMT system for English-Bharti 

Braille Machine Translation. This is the first step towards providing access to the abun-

dant knowledge in the world to the people who are visually impaired. We compared the 

results of our system with the baseline system and found that it produced better trans-

lations. Overall, we got a improved of 0.2651 using BLEU metric. 
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While doing qualitative evaluations we found that the system still lacks the capa-

bilities of translating complex sentences. Thus, as an extension to this work, we would 

like to add more corpus for training and add more linguistic knowledge for the same. 
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