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Abstract.

Predicting and analyzing the performance of students is essential to design helpful guidance pro-
cess that allows good success rates and raises the institution’s ranking as one of the criteria for
a high-quality university. However the lack of adequate support and personalized guidance in-
creases students failure rate. Nowadays, there are many research findings that propose predictive
models based on machine learning methods to do many kinds of tasks. Also, machine learning
methods have been applied with success in many domains. The aim of this work is to evaluate
the possibility of improving the students guidance system by using machine leaning modeling.
We have developed a model with objective of predicting the chance of success of students of the
Unit of Training and Research in Science and Technology (UFR-ST) of the University Norbert
Zongo (UNZ). The approach used in the design of this model was to estimate students success
probability when they make their pathway choice among Mathematics, Physics, Chemistry and
Computer science after the semester 3. Several Machine learning algorithms (Adaboost, Random
Forest, SVM and KNN) were used to fit model with students of academic years 2017-2018 and
2018-2019 achievements data. The results obtained on the test data reveal a score of above 70%
for the best algorithm (Random Forest).
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1 Introduction

The use of ICT in education provides exceptional performance, better perception and faster
learning. In academic pathway choice, student needs special support from guidance specialists in
order to get a comprehensive idea of future academic prospects and job opportunities associated with
academic selection according to his abilities. In same educational system, there are constraints on
choosing pathways like the number of available study pathways,the number of available places and
student’ hobby. For systems with limited resources, meaning number of students which apply for
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places is higher than the available places, the process is competitive and based on the abilities. An
example of this situation is the Burkina CampusFaso in which best guided students are which had
the best achievements in baccalaureate exam.

Several researches have been carried out in order to predict academic performance. Among
these studies, the review on the prediction of student performance using data mining techniques was
conducted by Amirah Mohamed Shahiri et al in [1]. The idea that led to doing this review is the lack
of study on the topic. There is not suitable identified methods for predicting student performance
and a lack of investigations of factors affecting students achievements. The literature review shows
that features frequently used is cumulative grade point average (CGPA) and internal assessment.
The reason is that this has a tangible value for future educational and career mobility. This review
also reaches that we can actually improve students achievement and success more effectively in an
efficient way using educational data mining techniques.

Pojon, Mura on his thesis [2] examines the application of machine learning algorithms to pre-
dict whether a student will be successful or not. After applying different machine leaning algo-
rithms such as Linear regression, Decision Tree and Naive Bayes and features engineering processes
on students records datasets, the study concluded that it is possible to successfully predict student
performance. When ever, features engineering is the big part of the work and that must be safety
conducted.

Paulo Cortez and Alice Silva in [3] also address the problem of student achievement in sec-
ondary education using business intelligence and data mining techniques. Data used in this study
take into account students grades, demographic, social and school features. Carrying out classifi-
cation models from Decision Tree, Random Forest, Neural Networks and Support Vector Machines
they try to predict the core class to which the student is able to success. According to the results
achieved, they conclude that more efficient student prediction tools can be developed, improving the
quality of education and enhancing school resource management.

F. Okubo et al [4] proposed a model base on neural network (Recurrent Neural Network) for
predicting final grades of students. This study confirms that the Recurrent Neural Network approach
performed out the early regression methods.

A similar study was carried out at the Norbert Zongo University by Ozias Bombiri et al in [5],
where it is question of the chance of success of new baccalaureate holders. With synthesized data
they evaluated some machine learning algorithms behavior when modeling guidance system from
students grades. Simulation reached that neural network model is the best adapted to the modeling
problem.

Daud et al in [6] carried out a study using scholarship holding students data in order to predict
whether a student will be able to complete his degree or not. Using learning analytic, discriminative
and generative classification models for experiment, results show that this approach can significantly
outperforms the existing methods.

Many others researchers addressed the problem of predicting student’s performance using ma-
chine learning tools [7, 8, 9, 10, 11, 12, 13, 14].

All these studies show stage of interest for predicting academic performance and the consid-
erations to make when using machine learning tools for that. It can be noticed that a diversity of
machine learning algorithms is proposed for modeling guidance process. For those which predict



the student performances regression algorithms are prioritized, while classification algorithms are
used for predicting if student will success or not.

A recent review on predicting student’s performance using machine learning methods made
by Yahia Baashar et al [15] raises that achieving accurate predictions is challenging due to the
huge among of educational data. This explain the lack of research on exploring different methods
and key attributes that influence the student’s academic performance. Results of this review show
that artificial neural networks, decision trees, Support vector machine, k-nearest neighbor and naive
Bayes are the mostly used methods, while demographic, academic, family/personal and internal
assessment are the most frequently used features.

In this work, we address guidance of UNZ MPCI students after completing the first three
semesters. This orientation process is intended to help students choose an option that matches their
abilities. The aim was to find the machine learning algorithm that fits better the available data
and to improve statistically the applying of machine learning technologies to solve the prediction
of students performance issues. We are interested to give new orientation on the locally research to
treats problems we front in our society. The purpose is to design a machine learning based model that
can significantly improve the guidance process. The approach is to build models from the student’s
records with some algorithms and assess their skills. The remaining of this paper is organized as
follows. Section 2 is about the data used and the design of the model. Section 3 presents results and
discussion. Section 4 comes up with the conclusion of this study.

2 Material and method

In this section we present the data collected and the process of the modeling used in this work.

2.1 Used Data

Machine learning models are performed using data. The learning process consist on fitting
model parameters to capture information embedded in a dataset. That why it is necessary to have
data before modeling. For our study we collected data on University Norbert ZONGO students.
Data available was those of MPCI training pathway student which have begun their first bachelor
level at 2017-2018 and 2018-2019 academic years. We used grades for semester 1 to semester 4,
each of these semester having a set of study subjects. Grades of semester 1, 2 and 3 are used as
the features of the dataset because the choices are done after semester 3. Each one of students that
succeeded all these three semesters have to pick one option among Mathematics, Physics, Chemistry
and Computer science. The semester 4 grades as the achievement of student. A full study have to
take into account the completion of the bachelor degree. But when doing this work, there were no
available data at this level. Achievements are labeled in three levels. Level ”A” is those passed
the normal session, level ”B” is those passed the second session and level ”C” is those who don’t
succeed after the two sessions. The tableau 1 gives numbers of students of each study option and the
completion status.

Data analyze process was applied to understand the dataset and best prepare it for machine
learning modeling. The aim of this work is to design a predictive model that can help student to



Table 1: Data distribution within options

Study options Student achievement sum
A B C

Mathematics 18 17 35 70
Physics 68 19 9 96

Chemistry 19 9 3 31
Computer science 20 0 0 20

sum 125 45 47 217

choose a study option in which he is more likely to succeed. Therefore we tried to predict the
completion level. The figure 1 shows the correlations of features with the semester 4 completion
level.

Fig. 1. Features correlations with completion level

As we can see it in the table 1, the dataset is imbalanced. So that we applied data over sampling
methods : SMOTE [16] and AdaSyn [17] to balance the distribution on classes within dataset.
SMOTE (Synthetic Minority Over-sampling Technique) is a minority class oversampling method
that involves creating synthetic examples of the minority class. SMOTE creates synthetic samples
for each minority class sample using its k nearest neighbors. ADASYN (adaptive synthetic) is a data



sampling approach for learning from unbalanced datasets. In the sampling technique of ADASYN,
the number of synthetic samples to be generated for each minority class sample is determined by the
density distribution. Unlike SMOTE, ADASYN automatically calculates the number of synthetic
samples. The density distribution is the measure of weights that are assigned to each minority class
sample based on their level of learning difficulty. The synthetic sample generation procedure is the
same as for SMOTE.

2.2 Design of the guidance system

In this section we present the predictive model of academic guidance based on machine learn-
ing. Our study is restricted to the Mathematics-Physics-Chemistry-Computer Science (MPCI) path-
way at the University Norbert ZONGO. Based on the student grades for his first three semesters,
the system must estimates success rate for each of the four available options (Mathematics, Physic,
Chemistry and Computer Science). Therefore, we take into account the marks of all subjects of each
semester. The core component of the system machine learning classification model that predicts the
label class of achievement. The choice is varied so that at the output we have an achievement level
for each available option. Then the student is free to make his orientation regarding the output of the
system.

Experimental process was performed by trying multiple algorithms among those which are
saying to be adapted to the problem according to the literature review.

For each of these, we have trained and assess models in order to get bests hyper-parameters.
Tuning algorithm hyper-parameters was conducted across an implementation of GridSearch. We
used some machine learning metrics to evaluate the skill of the model.

Metrics used was accuracy, recall, precision and f1 score. The accuracy is the rate of correct
predictions among all predictions. Recall or sensitivity is the rate of true positives, i.e. the proportion
of positives that are correctly identified. It is for example the capacity of a model to detect all soft-
ware defects (in terms of probability it is the probability that a present defect is detected). Precision
is the proportion of correct predictions among the points that we have predicted to be positive. It is
for example the capacity of a model to indicate a module as defective only when it is really defective
(the degree of confidence that one can grant to the predictions of the model).

3 Results and discussion

3.1 Results

After implementing the experimental process, we got results that we describe in this section.
The table 2 gives the means accuracy, the recall and the precision after five training and testing for
each algorithm we used. As we can see it the best performances are obtained with the Random
Forest algorithm.



Table 2: Results of models skill measuring

Algorithm Accuracy Recall Precision F1 score

AdaBoost 0.669 0.671 0.694 0.676
K-nearest neighbors 0.665 0.664 0.698 0.692
Random Forest 0.715 0.715 0.731 0.723
Support Vector Machines 0.655 0.653 0.677 0.666

3.2 Discussion

Results described in the above section are promising for the design of machine learning model
that can do students guidance according to theirs performances. When observing learning curves
during the model training process, we found that accuracy gets better from one step to the next and
do not stabilize at the end. The figures 2 3 give examples of learning curve of the random forest and
AdaBoost algorithm based models respectively. This fact shows that dataset size is not sufficient for
the algorithm to learn data structure. So that, more data are needed to perform the study. But there
is not other available data at the study moment. Alternatively we applied over-sampling methods to
improve results.

In this study we used only the academic achievements as features. These are directly linked to
the student performance and easily accessible. There are many others features which can be use to
perform academic performance predictive model such as attendance, the age, the social environment
parameters, the financial situation, etc. The main difficulty relative on using these is their collecting
process.

Fig. 2. Learning curve of random forest based model



Fig. 3. Learning curve of AdaBoost based model

4 Conclusion

The use of machine learning is rapidly expanding and is also being extended to the education
community for the prediction of academic performance. We have proposed a model of predicting
academic performance in order to help Norbert Zongo University MPCI training pathway bachelor
students making their training option choice at semester 4. Testing the ability of some machine
learning algorithms, we have achieved satisfactory results. This study can lead machine learning
system engineering practitioners to design a real model that will be used to help student guidance
process. Such a study must be done with more data.
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