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Abstract. Package iClick is one of many packages in OSSR (opensource Software R) that 

have many syntaxes. There is five principle iclick syntax available in this package. GUI 

features of this package make researcher can easily use this package.  In this paper, we 

study about getting the best ARIMA (Autoregressive Moving Average) model. We use 

IBM data which are available in this package. To track the best ARIMA model, order of 

ARIMA is tried from 1,2 and 3. According to the result, ARIMA with order 2 is suitable 

for IBM data because of the significance of parameter and white noise. 
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1   Introduction 

Package iClick is an external package to support the analysis financial-economic time 

series data based on Graphical User Interface (GUI). Published in 2015, package iClick is very 

useful for modeling time series data. Button-Based GUI package, make this package easy to use 

for researchers. 

This package can be used to times series modeling, Autoregressive Moving Average 

(ARIMA)[1]–[3] and General Autoregressive Conditional Heteroscedastic (GARCH). ARIMA 

and GARCH are two time series models that commonly used to forecast economic-financial 

data. For instance,[4]  used this model together with GSTAR to model consumer price index 

phenomenon at several cities in North Sumatera,[5] forecasted consumer price index by 

Seasonal Autoregressive Integrated Moving Average (SARIMA). Moreover, ARIMA can be 
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mixed by other model like Singular Spectrum Analysis (SSA), for example[6]–[8]. 
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Because of widely usage, SARIMA and GARCH had been making in many packages by 

the researcher. Packages ARIMA are  [9], [10], [11], [12] and [13], for generating SARIMA 

time series data, we may use package [14]  and [15]. Then, Packages GARCH in are [16], [17], 

[18], [19], [20], [21] and [22].  

However, for getting ARIMA model, we must identify the order of the ARIMA models in 

the plot of autocorrelation (ACF) and partial autocorrelation (pack). This step is difficult enough 

for researchers to identify the model because of the subjectivity of ACF and pack visualization 

interpretation. 

Sometimes, it is hard to identify the order of ARIMA because the visualization of this plot 

is not suitable for theory[23]. In that cases, we should trial and error way to get the proper 

ARIMA order from these figures. 

In this paper, we describe step by step how to modeling time series data with ARIMA 

models by package iClick. By package iClick, researchers can easily get the best ARIMA 

models without choosing order as in classical way/procedure. Moreover, by package iClick, we 

can easily click the part of results by GUI features. Data used in this paper are available in this 

package, IBM. 

2   Methodology 

2.1   Headings, tables and figures 
There are five steps in ARIMA modeling, from determining general models to the last step 
Fixed model. In the first step, time series data are visualized in three graphs, time series plot, 
Autocorrelation plot (ACF) and Partial Autocorrelation plot (ACF). These models are 
beneficial to identify the pattern of time series data such us trend, stationarity (mean and 
variance), seasonal pattern. Moreover, the plot of ACF and pacf can be used to determine the 
order of general model. General models are a collection of temporary ARIMA models that have 
specification by visualizing [23].   

After determining general models by ACF and pacf plot, we choose temporary model one 
by one to estimate its parameter. Estimation parameters are run in Maximum Likelihood 
method. If one or more parameters are insignificant, then the temporary model is dropped and 
choose another temporary model in the collection of general models.  

The next step is diagnostic check, in this step all models are evaluated the fit of the model 
to data. Its indication showed by its residual. 

In the Diagnostic check, the residual must have two conditions. The first, the residuals 
must follow the Normal distribution with stationary mean and homoscedastic variance. The 
second condition, the residuals should zero correlation among others. If its residuals are white 
noise, then the model go to fixed model. 

Fixed model is an ARIMA model that parameters are significant, and the residuals are 
white noise. Some time, fixed models are more than one, so, we choose one is the best. For 
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choosing the best model, we can evaluate fit model by MAPE (Mean absolute percentage error), 
MSE (Mean Square Error) or AIC (Akaike Information Criterion).   

After getting the best ARIMA model, we use this model for forecasting observation in the 
future. To distinguish the data and the forecast result, we should plot both in a different color 
by software R. 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1 Flowchart of ARIMA Procedure 

Figure 1 shows the procedure of ARIMA modeling from time series data. This procedure 

consists of five-step from determining general model to fixed model. Fixed model is the best 

ARIMA model chosen for forecast time series observation in the future. 

 

2.2   Operating Package 

To operate the package iClick, we must download and install this package in the R Console 

or R Studio. After installing the package, we must ‘call’ this package by syntax 

> library(iClick) 

GDetermination of 

Temporary Model 

Determine General 

Models 

G Parameter  Estimation 

of Temporary Model 

GFixed Model 

Diagnostic 

Check 
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Before using package iClick, we identify the time series data by plotting in time series 

plotting, ACF, and pacf. Although, the iClick will automatically choose ARIMA model, we 

can predict the order of ARIMA after.  

 

 
Fig 2. Time series plot 

From the figure 2, we can see that time series data is relatively stationer in mean so the 

element of integrated will not include in the model. If the model is not stationer in variance, 

then we must transform by Box-cox transformation.  

 
 

Fig 3 ACF Plot Fig 4 PACF 

These figures show that the data are no clearly seen the order of ARIMA. So, we may 

trial and error way to track the order of model. In that figure, we can see also that the time series 

data do not have a seasonal pattern.  

 
Fig 5. Output GUI of ARIMA By iClick 
Package 
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The figure 5 is the result of ARIMA model by package iClick, the syntax are , 

>iClick.ARIMA(IBM[2400:2500,5],AR=1,MA=1,n.ahead=10,ic="aic")  

>iClick.ARIMA(IBM[2400:2500,5],AR=2,MA=2,n.ahead=10,ic="aic")  

 After clicking this syntax above, the figure will show in GUI form. We can choose the best 

ARIMA model in this iClick output. 

The detailed output will appear in R Console after clicking one of the result lists. Moreover, 

the results of all output are available in Save output button. 

 

3   Result and Discussion 

According to the output of iClick in figure 5, There are two ARIMA models i.e. ARIMA 

(1,0,1) and ARIMA(2,0,0). The value of AIC for ARIMA(2,0,0) is smaller then ARIMA(1,0,1), 

A good ARIMA model is the one that has minimum AIC among all the other ARIMA models. 

The last row is the test serial correlation in residuals. 

Table1. Diagnostics Check 

ARIMA(1,0,1) ARIMA(2,0,0) 

Coefficients: 

 ar1      ma1  intercept 

 0.6213  -0.2639  3549900.5 

s.e.  0.1507 0.178   249390.7 

sigma^2 estimated as 
1.705e+12:  log likelihood = -
1565.73,  aic = 3139.45 

Coefficients: 

ar1     ar2       mean 

0.3424  0.1394  3551065.3 

s.e.  0.0978  0.097   247466.8 

sigma^2 estimated as 
1.752e+12:  log likelihood=-
1565.58 AIC=3139.17    

Tests for residual serial 
correlation  

 1. Box-Pierce test 

data:  out.fixed$residuals 

X-squared = 9.4623, df = 12, 
p-value = 0.663 

 2.  Box-Ljung test 

data:  out.fixed$residuals 

X-squared = 10.399, df = 12, 
p-value = 0.581 

Tests for residual serial 
correlation  

 1.   Box-Pierce test 

data:  out.auto$residuals 

X-squared = 9.6252, df = 12, 
p-value = 0.6488 

 2.   Box-Ljung test 

data:  out.auto$residuals 

X-squared = 10.575, df = 12, 
p-value = 0.5656 

  Two-sample Kolmogorov-
Smirnov test 

data:  z and z1 

D = 0.207, p-value = 0.025 

Two-sample Kolmogorov-
Smirnov test 

data:  z and z1 

D = 0.158, p-value = 0.158 
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alternative hypothesis: two-
sided 

alternative hypothesis: two-
sided 

 

According to the test of residuals dependency, residuals of ARIMA(1,0,1) is white noise 
because p-value of the Box-Pierce test and Box-Ljung test have bigger than 5%. Similarly, the 
value of the Box-Pierce test and Box-Ljung test of ARIMA(2,0,0) have bigger than 5 %.   

However,  in the first model, its residuals are no white noise, because the value Kolmogorov-
Smirnov test is smaller than 5%, it is mean that its residuals don't N changeormal Distribution. 
So we choose the second model. This result is appropriate from the first step above that the 
ARIMA model will not be included difference parameter.  

The forecast and mathematical model of ARIMA(2,0,0) can be seen below,  

A mathematical model of ARIMA(2,0,0) 

    1 1 2 2t t t tx x x a − −= + +& & &                                                       (1) 

Where; 

1, 2   = parameters of Autoregression,  

at = residual at-t, 

tx& = Time series data with mean  . 

Table 2. Forecast Result and ARIMA (2,0,0) 

Forecast Result [10] Mathematical Model 

3,385,041 3,539,433  

 

1 20.342 0.139t t t tx x x a− −= + +& & &  

3,447,745 3,544,301 

3,492,544 3,547,128 

3,516,624 3,548,774 

3,531,114 3,549,732 

 

In  Table 2, a mathematical model of ARIMA(2,0,0) generates 10-time series forecast in the 
left of the table. All of the parameter and the result of the forecast are positive values.  

Next tracking, the second syntax is 

>iClick.ARIMA(IBM[2400:2500,5],AR=2,MA=2,n.ahead=10,ic="aic") . 

The result of this syntax is ARIMA(2,0,2), its diagnostic check can be seen in table 3. 
According to test of residuals dependency, residuals of ARIMA(2,0,2) is white noise because p-
value of the Box-Pierce test and Box-Ljung test have bigger then 5%. Normality test of its 
residuals is insignificant, it shows that residuals are Normal Distribution. Moreover, if we check 
the value of t-values, all of t-values of all parameter are significant (The value of t-table = -1.98), 
i.e  

t1=(1.7287/0.1246) = 13.874, 
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t2=(-0.7788/0.1179) = -6.605, 

t3=(-1.4815/0.192) = -7.716, 

t4=(0.4815/0.1905) = 2.527. 

These equations refer to [20], all of the equation result shows that all parameters are 
significant, so we can continue to diagnostics check. The significance of the hypothesis is done 
by comparing the value of t-table =-1.98 and the values of all t-table above.   

   Table 3 Diagnostic check for ARIMA(2,0,2) 

Coefficient Tests for 
residual serial 

correlation 

Normality Test 

ar1      ar2      ma1     

ma2   intercept 

  1.7287  -0.7788  -

1.4815  0.4815  

3556812.63 

s.e.  

 0.1246   0.1179   

0.1920  0.1905    

40254.27 

aic = 3135.98 

 1.Box-Pierce test 

data:  

out.fixed$residuals 

X-squared = 9.2402, 

df = 12, p-value = 

0.6823 

 2.  Box-Ljung test 

data:  

out.fixed$residuals 

X-squared = 10.181, 

df = 12, p-value = 

0.6 

Two-sample 

Kolmogorov-

Smirnov test 

 

data:  z and z1 

D = 0.14851, p-

value = 0.2153 

alternative 

hypothesis: two-

sided 

 

Table  4. Forecast Result and Mathematical Model 
Forecast Result [10] Mathematical Model 

3,503,330 3,718,781  

1 1 2 2 2 2 1 1t t t t t tx x x a a a   − − − −= + − − +& & &  3,579,874 3,720,701 

3,638,333 3,713,989 

3,679,780 3,700,890 

3,705,902 3,683,474 

 
In  Table 4, a mathematical model of ARIMA(2,0,2) generates ten time series forecast in the left 
of the table. All of forecast results are positive values. 

After comparing many ARIMA models in this results, we choose ARIMA(2,0,2) because many 

reasons. The first, the value of AIC is the smallest of all ARIMA models, the parameters are 

significant and white noise. 

4   Conclusion 

Package iClick is relatively easy to operate, and Graphical User Interface in this package 

makes user can interpretation model easily. All output of  ARIMA models are showed in this 
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GUI, so we can choose the best model in the output released. However, this package can not be 

used to analyze seasonal time series. 
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