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Abstract: Given employment difficulties and low employment quality of college students 

under the background of higher vocational enrollment expansion, an employment 

information recommendation model based on improved density clustering was designed. 

A weighted user similarity calculation method based on professional similarity, job 

intention similarity, and professional ability similarity was given, and the quantitative 

analysis process of professional ability was optimized. Considering that high-density 

samples are closely surrounded by low-density samples, a new density clustering 

algorithm was proposed to improve the accuracy of employment recommendations. The 

practice has proved that this model can effectively mine students’ employment 

information, and reduce the iteration times of the clustering algorithm, accompanied by 

high information retrieval integrity and good personalized employment recommendation 

performance. 
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1 Introduction 

As the informatization construction of vocational education has been continuously improved, 

the data mining technology-based analysis of the data generated in education and teaching can 

not only dig into students’ professional potentials but also provide objective and scientific 

reference for their career planning [1,2]. As a classical unsupervised data mining technology, 

cluster analysis has been widely used in many types of research and practices in the field of 

education. Guo P [3] used the improved K-means algorithm in combination with the CH index 

to evaluate the clustering effect of student marks. Peng L J et al. [4] used the k-means 

algorithm to label some data based on the analysis of students’ comprehensive ability factors, 

and classified other data using the trained SVM model. Li H K et al. [5] used web crawler 

technology to crawl massive recruitment and employment data from the internet, and 

combined cluster analysis algorithm, multiple linear regression model, and word segmentation 

to extract keywords to construct an open employment information recommendation model 

integrating universities, students, and enterprises. For the comprehensive application of 
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algorithms, Li N [6] implemented a comprehensive evaluation system for college students 

based on the web, realizing standardized storage and data analysis of student information. 

With the data of previous graduates’ graduation destinations as the actual reference, Shen D 

[7] used the integrated classification algorithm to predict the graduation destination for 

students, and performed employment prediction for students according to their actual situation 

and previous graduates’ employment situation, so the recommendation system is of more 

reference value for recent graduates. Liu X X [8] analyzed the traditional collaborative 

filtering recommendation algorithm based on users, put forward a new hybrid algorithm, and 

compared the application results of the two algorithms in the employment recommendation 

system of higher vocational colleges, confirming that the improved hybrid algorithm is more 

suitable for the employment recommendation system of higher vocational colleges and has 

improved the accuracy of similar students’ recommendation. Zhou X M and Duan H X [9] 

analyzed personal information, users’ browsing, resume sending and other behaviors, and 

adopted the improved clustering algorithm to recommend matching jobs for users, which 

improved the efficiency of users’ job search and reduced the corresponding time cost. 

As revealed by the above research results, providing scientific vocational guidance for 

graduates through information technology has become a powerful guarantee for improving the 

employment quality of colleges and universities. Therein, cluster analysis technology is a 

conventional means of solving the employment problem of graduates. On the basis of the 

above literature review, a professional ability clustering algorithm based on employment 

similarity was put forward. Then, the weighted user similarity calculation method based on 

professional similarity, job intention similarity, and professional ability similarity was given. 

Moreover, the improved density clustering algorithm was proposed and applied to students’ 

employment recommendations. 

2 Improved Density Clustering Algorithm 

The improved density clustering algorithm consists of two parts: sampled data preprocessing 

and clustering algorithm improvement. 

(1) Sampled data preprocessing 

According to the standard of post-professional ability and professional quality, the weight of 

professional ability feature items was determined, and each feature item of students in the 

school was quantified. The weighted calculation method was used to ensure the rationality of 

the feature weight coefficient calculation so that it could accurately and effectively reflect the 

importance of students’ feature attributes to employment choice. 

(2) Clustering algorithm improvement 

In the link of initial center selection, firstly, the density of each sample was obtained by using 

a self-defined density formula, and the high-density samples were taken as the candidate 

representative points [10] of the cluster center, thus generating a candidate representative point 

set. In the set, the one with the minimum sum of the distance from other candidate 

representative points is selected as the first initial cluster center, and then the product 

maximum method was used to complete the initial cluster center selection, so as to obtain the 

initial cluster center set, that is, Z={z1,z2,…,zk}. In the iterative calculation of the cluster 



 

center, the initial clustering was completed according to set Z, and the distance matrix 

between each sample in the cluster and the cluster mean center was calculated. To reduce the 

deviation between the cluster center obtained by the mean value method and the actual cluster 

center, the sample closest to the cluster mean was taken as the temporary center of the cluster, 

and a temporary cluster center set was generated, that is, Z={z1’, z2’,…, zk’}. Then, the 

relevant samples were divided into their own clusters by the minimum distance method and 

repeated, and the iterative calculation of cluster centers was repeated until the convergence of 

the criterion function, thus finishing the clustering process. The definition, formula, and 

algorithm description of the improved density clustering algorithm are as follows. 

2.1 Basic concepts and formulas 

X is set as a data sample containing n student samples, X={x1,x2,……,xn}, the number of 

feature attributes of each student sample is p, and xi={xi1, xi2,..., xip}. X is divided into k 

clusters, X={C1, C2,…,Ck}, in which |Ci| denotes the number of samples in cluster i, zk is the 

center of the cluster k, and the set constituted by multiple cluster centers is Z, namely, 

Z={z1,z2,…,zk}. 

Definition 1. The employment similarity (distance between samples) between any two 

students is: 

( ) ( ) ( ) ( )i j Pro i j Pro Job i j Job Abi i j Abi
d x ,x =f x ,x *w +f x ,x *w +f x ,x *w    (1) 

Where fPro(xi,xj) is the professional similarity between students xi and xj, which can be 

solved through Formula 2. fJob(xi,xj) stands for the job intention similarity between xi and xj, 

which can be calculated as per Formula 3. fAbi(xi,xj) represents the professional ability 

similarity between xi and xj, which can be obtained through Formula 4. Given certain 

differences in the importance of professional similarity, job intention similarity, and 

professional ability similarity [11], their weights are denoted by wPro=0.2, wJob=0.2, and 

wAbi=0.6, respectively, and wPro +wJob +wAbi=1. 
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Where i=1,2,...,n; j=1,2,...,n; l=1,2,…,p, | xi1- xj1| stands for the similarity between xi and xj 

in the occupational characteristic l. If the value is 1, the two students are completely consistent 

in the professional ability l, but if it is 0, the two students are totally different in this 

professional ability. 

Definition 2. The distance sum of any student sample xi is defined as the sum of the distance 

of this sample to different samples in the dataset. 

( ) ( )
n

i i j
j=1

distSum x = d x ,x            (5) 

Definition 3. The density of sample xi is: 

( )
( )

( )i j

n
j

i
j=1,x ≠x i j

distSum x
density x =  

d x ,x
         (6) 

In this study, density was defined based on the following idea: From the positional 

relationship, when a sample xi is tightly surrounded by other samples, this sample has a 

relatively small distance sum from other samples. When sample xi presents a dispersed 

positional relationship with other samples, the distance sum between this sample and other 

samples is relatively large. In the expression of density, the distance between samples xis and 

xj serves as the denominator, the distance sum from xj to all samples is the numerator, and the 

cumulative sum of their distance ratio denotes the degree to which sample xi is surrounded by 

other samples, i.e., the density of xi. With the sample xi as an example, when the numerator in 

the cumulative sum of Equation (6) is large, the cumulative distance sum of other samples is 

also large in addition to xi. In the case of a small denominator, the cumulative distance sum of 

xi from other samples is small. Therefore, a greater numerator and a smaller denominator 

represent the greater value of the expression, the larger the density of xi being surrounded by 

other samples, that is to say, the greater the relative density of xi, and the stronger its 

representativeness as the cluster center. 

Definition 4. The average density of the sample set is defined below: 

n

i
i=1

density(x )

avgDensity(X)=
n


           (7) 

Definition 5. The set of candidate representative points is defined as the set of samples with 

the density α-times higher than the average density of the sample set 

i
H={h }                  (8) 



 

Where xi, xj∈Ct, t=1,2,…k 

Definition 6. The distance matrix between candidate representative points is defined as 

follows:  
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where j denotes the number of elements in the set H. 

Definition 7. The distance matrix between a sample and the mean center of this cluster 

( )

( )( )
( )( )

( )( )
m

1 m

2 m

mC

d x ,mean C

d x ,mean C
distMean m =

...

d x ,mean C

 
 
 
 
 
 
 
 

            (10) 

Where m=1,2,...,k, Cm stands for the sample set of the cluster m. 

Definition 8. After cluster updating, the sample xi the closest to the mean value in the 

cluster serves as the cluster center and meets the following condition: 

( ) ( )i m
d x ,mean(C ) =min distMean(m)       (11) 

Definition 9. The error sum of squares (E) of clustering is defined as below: 

 

2k m

ij i
i=1 j=1

E= x -z                       (12) 

Where xij is the sample j in cluster i, and zi is the center of cluster i. 

2.2 Algorithm description 

Step 1. Calculate the employment similarity between any two students via Equations (1)– (4). 

Step 2. Calculate the density of student samples using Equations (5) and (6). 

Step 3. Obtain the candidate representative point set H according to Equations (7) and (8), 

where the parameter α is 1.0. 

Step 4. Calculate the distance matrix between candidate representative points using Equations 

(1) and (9), and select the sample with the minimum distance sum from other candidate 

representative points in H as the first cluster center z1 and store it in the set Z. 



 

Step 5. Select the candidate representative point z2 most distant from z1 in set H and store it in 

set Z. 

Step 6. Select a representative point meeting max(d(hi, z1)×d(hi, z2)) in the set H as z3 and 

store it in set Z. 

Step 7. Operate Step 6 repeatedly until |Z|=k, where the number of clusters (k) is the number 

of professional posts that previous graduates have taken. 

Step 8. Calculate the distance between each sample in X and each candidate point in the set Z 

through Equation (1) and classify it into the cluster with the minimum distance. 

Step 9. Calculate the distance matrix of each sample to the mean center of the cluster through 

Equation (10), and take the sample closest to the mean value in the cluster as the new cluster 

center according to Equation (11). 

Step 10. Repeat Steps 8 and 9 and update the cluster center set Z. 

Classify samples in X into the nearest cluster according to distance, and calculate and judge 

whether E converges through Equation (12). If yes, the algorithm terminates, and if not, turn 

to Step 8 and update the cluster center once again. 

3 Application of Employment Information Recommendation Model 

The model proposed in this study consists of two parts: cluster division of previous graduates 

and employment recommendation of fresh graduates. In the former part, initial clustering was 

performed using the improved density clustering algorithm, followed by the cluster division of 

operating posts of previous graduates and the calculation of the mean value of the post-group 

center (cluster center). In the latter part, the similarity between the data of fresh graduates and 

the post-group center was calculated and employment recommendation was completed. The 

model structure is shown in Figure 1. 

3.1 Model structure 
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Figure 1. Talent Recommendation Model Based on Professional Ability Clustering Algorithm 

3.2 Position matching and talent recommendation 

Figure 2,Table 1 show the career recommendation results obtained by using the talent 

recommendation model. Figure 2 shows the radar chart of position-matching degrees of 

graduates No.1 to No.4. It can be seen that the positions that match their professional abilities 



 

most are respectively position 4, position 5, position 5, and position 7. Table 1 lists the ten 

positions with the highest matching degree between 16 graduates and their professional 

abilities,from the perspective of enterprise recruitment, taking the position-ability matching 

degree≥0.9 as an example, the number of students meeting the professional ability 

requirements of post 1 to post 4 is: post 1={4, 12, 14}, post 2={2, 7}, post 3={7, 10, 15, 16}, 

and post 4={4, 8, 13}. It can be seen that compared with other students, graduate No.4 is more 

probable to be chosen by relevant enterprises in the employment recommendation, with a 

wider range of independent choices of employment and relatively evident employment 

advantages. 

Table 1: Matching Degree between Graduates and Enterprise Posts 

ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

Post1 0.5 0.5 0.6 0.9 0.7 0.5 0.7 0.5 0.8 0.5 0.6 0.9 0.8 0.9 0.7 0.8 

Post2 0.7 0.9 0.6 0.6 0.6 0.8 0.9 0.6 0.8 0.7 0.8 0.7 0.5 0.5 0.8 0.8 

Post3 0.5 0.7 0.8 0.8 0.7 0.8 0.9 0.6 0.6 0.9 0.7 0.6 0.8 0.8 0.9 0.9 

Post4 0.8 0.6 0.5 0.9 0.5 0.6 0.5 0.9 0.6 0.7 0.8 0.6 0.9 0.8 0.6 0.7 

Post5 0.7 0.9 0.9 0.7 0.8 0.6 0.5 0.9 0.6 0.9 0.8 0.8 0.5 0.5 0.7 0.6 

Post6 0.7 0.8 0.8 0.8 0.5 0.7 0.5 0.6 0.7 0.5 0.6 0.6 0.9 0.5 0.9 0.6 

Post7 0.8 0.6 0.6 0.9 0.9 0.5 0.5 0.8 0.5 0.9 0.9 0.8 0.7 0.6 0.6 0.5 

Post8 0.7 0.8 0.7 0.7 0.7 0.7 0.8 0.5 0.8 0.7 0.5 0.7 0.6 0.7 0.6 0.7 

Post9 0.5 0.5 0.8 0.6 0.5 0.8 0.5 0.9 0.5 0.6 0.9 0.8 0.7 0.7 0.5 0.6 

Post10 0.8 0.5 0.6 0.7 0.6 0.8 0.5 0.8 0.8 0.8 0.6 0.6 0.6 0.6 0.9 0.5 
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Figure 2. Radar Map of Post Matching Degree 

4 Conclusion 

Under the background of enrollment expansion in higher vocational colleges and combining 

the actual talent demand of employers, the data mining technology and machine learning 

technology are applied to educational science, and the professional ability clustering and 

collaborative filtering recommendation technology are integrated and transplanted into the 

theoretical research and practical exploration of college students’ employment, 

entrepreneurship, and career development planning, which breaks through the traditional 

global recommendation mode. The graduate-post matching degree is enhanced by mining and 

analyzing the influence of students’ own characteristic attributes on employment 

recommendation. The method proposed in this study can provide a useful reference for the 

reform of industrial talent supply mode in higher vocational colleges and lay a foundation for 

further refined and deepening research of scientific researchers in the field of enterprise 

recruitment and talent recommendation. 
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