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Abstract—The development of artificial intelligence systems centered on machine 

learning has become a new trend in the development of world science and technology. 

With the research of more and larger enterprises, the artificial intelligence system has 

become perfect. In the process of system improvement, the deployment of artificial 

intelligence system has also become a challenge for the academic community. How to 

choose the best architecture or system to deploy artificial intelligence system is the 

challenge of this research. This paper studies the deployment environment and platform of 

artificial intelligence system. Distinguish between many different types of architectures 

and platforms. It also explains the best choice of different architectures or platforms in the 

environment. The realization of intelligent system is analyzed, and ration and quantitative 

machine learning algorithms are used to solve the system construction. Summarize the 

calculation methods of different types of intelligent systems and some problems 

encountered. In addition, on this basis, through the deployment and evaluation of different 

artificial intelligence systems, this paper found many development fields that may be 

involved in the future. 
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1 INTRODUCTION 

With the development of artificial intelligence, more and more large enterprises need to use 

artificial intelligence systems. In response to the new trend of world science and technology 

development, this paper discusses the key factors of AI system deployment and the choice of 

AI deployment architecture. Taking systems with different environmental requirements as 

examples, this paper seeks the most suitable scheme for the research of artificial intelligence 

system deployment. 

The second chapter of this paper, as the classification of research problems, describes the 

deployment platform used in two major fields, industrial and commercial environment, as the 

classification conditions. Deployment platform is divided into architecture and system. The 

deployment of artificial intelligence system through these two platforms is the characteristic of 

this research. It can intuitively express the performance impact of different architectures or 

systems on artificial intelligence in different environments. 
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The third part of this paper is the classification of research methods. In the process of deploying 

artificial intelligence system, the implementation method is the key factor. Because of 

researchers' interviews and questionnaires, they use qualitative methods to analyze the collected 

data. Under the qualitative research method, researchers use subjective and objective realization 

to study the problem. Use quantitative means to process digital data. 

The fourth part is a summary of experimental analysis. In the experimental analysis, we found 

out OE, CTR and other indicators and corresponding parameters. Then the indicators are 

evaluated. Each index has different meanings for different research problems. After evaluating 

the indicators, we came up with an indicator formula. Finally, we explained the significance of 

all the parameters, and compared different experiments.  

The fifth part is discussion on the research methods and research objects of various references, 

as well as some innovative research on artificial intelligence systems, including the application 

of RNN-based algorithm and ML technology in developing intelligent systems. There is also 

the use of modeled machine learning models to detect session-based fraud detection in online 

e-commerce transactions, and so on. 

The sixth part is the summary. It mainly describes research field and research methods. Finally, 

it summarizes some difficulties encountered in this research, as well as some challenges and 

opportunities in the future. 

The rest of this article is organized as follows. The second part gives a classification of research 

objects for the problem of artificial intelligence deployment. The third part introduces the 

classification of research methods. The fourth part introduces the comparison of experimental 

analysis in the relevant literature. Section V discusses research opportunities in future work, and 

Section VI summarizes the paper. 

2 CLASSIFICATION OF RESEARCH OBJECTS 

2.1 Criteria 

With the in-depth study on the deployment of artificial intelligence and the investigation of 

research objects, we have found many research topics that can be classified. In this section, two 

independent and different criteria would be used to divide research objects into different types: 

1) Deployment environment. In this paper, we divided the deployment environment of a 

theme into two parts. One is the commercial environment, and the other is an industrial 

environment. Actually, the evolution of machine learning and the deployment of systems can 

be embodied in many environments, among which the business environment is closely related 

to our real lives. Therefore, artificial intelligence in the commercial environment has become 

one of our classifications. Similarly, the industry environment is also the object of our 

classification.  

2) Platform. There are two kinds of platform here: architecture or system in the platform. The 

architecture is the foundational module of artificial intelligence, and its role in the environment 

we deploy is extremely important. Because of different deployment environments, the required 



architecture is naturally different. On the other hand, as the core of artificial intelligence, the 

system is a runtime platform for applications, which can be seen as implementations of various 

architectures.  

2.2 The Classification 

Based on the appeal classification standard, we give the classification in Table 1. The meaning 

of each class is as follows: 

Type I: This type is a combination of architecture and commerce of AI deployment systems. 

Type II: This type is a combination of systems and commerce for AI deployment systems.  

Type III:  This type is a combination of architecture and industry of AI deployment systems.  

Type IV: This type is a combination of systems and industry for AI deployment systems.  

Table 1: Different Research Objects 

Deployment 

environment 

Platform 

Architecture System 

Commerce I. [1] II. [3][4] [5] 

Industry III. [2] IV. [6] 

2.3 Explanation of Different Types 

References ([1]) belong to Type I. It lists many different types of AI deployment architectures. 

In addition, through experimental comparison, the one with the best performance is selected. 

References ([3] [4] [5]) belong to Type II. Reference [3] suggests the commercial value of 

machine learning. These include large-scale research on the impact of machine learning in the 

field of commercial products for the first time and a collection of "lessons learned" covering all 

phases of a machine learning project. The result is a set of technologies that solve the challenges 

we find at each stage of the project. Reference [4] raises the question of how to build large-scale 

product recommendation systems. (Sigmund system eventually became the most popular 

product recommendation system). Reference [5] uses RNN-based algorithms to detect session-

based fraud in recurrent neural network online e-commerce transactions. The RNN-based 

algorithm can reflect the detection performance of the structure, and a more suitable detection 

structure can be selected through comparison. In the α-β structure, the number of layers and 

units is also a criterion for the performance of the algorithm. 

References [1] belong to Type III. It presents a nine-phase workflow process for AI application 

development, a set of best practices for building applications and platforms based on machine 

learning, a customized machine learning process maturity model to assess software teams' 

progress in building AI applications. It also discusses the three fundamental differences between 

how software engineering can be applied to machine learning-centric components and previous 

application areas. 

References ([5]) belong to Type IV. It explains how to develop intelligent systems using 

machine learning (ML) techniques in large enterprise environments 



3 CLASSIFICATION OF RESEARCH METHODS 

3.1 Criteria 

In this section, two independent and different criteria would be used to divide research methods 

into different types: 

1) Implement. There are two types of implementations of the research methods. One is 

subjective and the other is objective. Subjectivity is a non-quantitative way of presenting the 

thoughts of the experimenter during the experiment and getting the experimental results. 

Objective is the experimental result presented after calculation by algorithm through 

quantitative means. 

2) Machine learning. There are two kinds of manners when applying machine learning to arrive 

at experimental results: qualitative or ration. The quantitative method can Specific analysis of 

experimental data derived using different algorithms make the experimental results more logical, 

theoretical, and more accurate. However, in some aspects of artificial intelligence, quantitative 

methods cannot fully represent our experimental results, so we use qualitative methods, i.e., 

rational methods. Combined with the personnel engaged in related professions, visits, and 

investigations, a second experimental result presented from a different perspective is obtained.  

3.2 B The Classification 

Based on the appeal classification standard, we give the classification in Table 2. The meaning 

of each class is as follows: 

Type I: This type is an experimental method that is subjective from a qualitative point of view.  

Type II: This type is an experimental method of subjective from a rational point of view.  

Type III: This type is an experimental method that is objective from qualitative point of view.  

Type IV: This type is an experimental method that is objective from a rational point of view.  

Table 2. Different Research Methods 

Implement 
Machine learning 

Qualitative Rational 

Subjective I. [2][3][4] II.  

Objective III. [1][6] IV. [5] 

3.3 Explanation of Different Types 

References ([2] [3] [4]) belong to Type I. In reference [2], it shows a nine-stage workflow for 

AI application development and a set of best practices for building machine learning-based 

applications and platforms are addressed by interviewing experiment stakeholders and sending 

out questionnaires on AI and ML topics. Reference [3] builds a machine learning model and 

enumerates other members of the machine learning model family. The model will go through 

five stages: initialization, modeling, deployment, monitoring, and evaluation. Reference [4] 



builds a factorization model and chooses a factorization-based model, which has been shown to 

work effectively. Training a separate factorization model for each retailer can increase the 

amount of data for the experiment and make the results more accurate. 

References ([1] [6]) belong to Type III. Reference [1] uses a qualitative research approach and 

many architectures were sought. Among them, it is roughly divided into global optimum and 

local optimum. Reference [6] provides qualitative analysis of the interviewed data. Through the 

interview to different data types, use percentages to represent the level of hierarchy. 

References ([5]) belong to Type IV. It uses an RNN-based algorithm. An RNN is a model that 

captures a range of operations. RNN has been successfully applied in the fields of language 

translation and speech recognition. N has a recursive structure across time domain, so it can 

"remember" the information in previous actions and bring this "memory" into the current 

learning process. At the same time, the parameters of RNN are shared in different time slots, so 

that it can handle sequential input with variable size. 

4 REVIEW OF EXPERIMENTAL ANALYSIS 

To ensure the accuracy of the experiment, we measure the experimental results in a qualitative 

and quantitative manner. However, during the experimental process, the qualitative 

experimental results will be added to the interviews of various experimental personnel. 

Therefore, under the premise of realizing the experimental results, we added objective and 

subjective views to the experiment. In this section, we will classify the metric of evaluation and 

system parameters, as shown in Table 3. In Table 3, all experimental analysis is also classified 

according to the metric and parameters. It can be seen from Table 3 that most of the references 

compare Precision, OE, CTR, and Participant validation levels. 

Table 3. Experiments with Different Metric and Parameters 

Metric 

Parameters 

Rec

all 

Layer/U

nit 

Time 

period 

Domai

n 

Popula

rity 

Issu

es 

Phenom

enon 

Precision [5] [5] [5]     

OE    [2]    

CTR     [4]   

Participant 

validation levels 
     

[6] [6] 

4.1 A Metric of Evaluation 

Precision means that the threshold test uses the recall rate as the horizontal axis and the precision 

as the vertical axis to reflect the performance of the α-β RNN structure. The formula is as follows: 

Precision = Recall ∗
Layer

Unit
 



Here, Recall stands for the recall rate, Layer stands for the number of layers of the RNN 

algorithm structure, and Unit stands for a unit of the RNN algorithm structure. 

Another kind of the threshold test is based on the retroactive horizontal axis and the accuracy of 

the vertical axis to reflect the performance of the α-β RNN structure. The formula is:  

Precision =  Recall (30%) ∗ (𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 [𝑎] + 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 [𝑏]) 

The above equation is the definition of the accuracy of the RNN structure at different 

layers/units at a fixed recall rate of 30%. Here, Recall (30%) means precision of different RNN 

structures under the recall of 30%, time period [a] means the precision for the next time period, 

and time period [b] means the precision for the last time period. 

OE is average Overall Effectiveness for experimental data. The formula is as follows: 

OE =  
Domain

𝐴𝑁𝑂𝑉𝐴 𝑎𝑛𝑑 𝐾𝑛𝑜𝑡𝑡. 𝑡𝑒𝑠𝑡
 

Here, Domain is divided by application field, ANOVA and Knott.test is a test method.  

CTR means the average click-through rate of the product. The formula is as follows: 

CTR =  
days

𝐷𝑎𝑖𝑙𝑦 𝑝𝑎𝑔𝑒 𝑣𝑖𝑒𝑤𝑠 
 

In the above equation, days means the provisions of the time frame, and Daily page views means 

the browsing of individual pages within the time frame. 

Other metric includes Participant validation levels etc. 

4.2 B System Parameters 

Recall represents Different recall rates represent different recall models. The accuracy of a 

particular recall model is obtained by threshold testing. Evaluate the most appropriate RNN 

model using the (P-R) curve. 

Layer/Unit represents α-βRNN to denote a RNN structure with αlayers and βhidden units per 

layer.  

Time period represents two time periods of the same length. Experiments were conducted with 

two sets of four consecutive isosceles periods, and both sets showed the effectiveness of the 

model correction method. 

Domain represents nine of the most representative AI application areas. The aberration analysis 

and Scott Knot’s test in nine sets of experiments showed significant differences in reported 

values, demonstrating the potential value of the indicator in identifying maturity levels in 

various ML processes. 

Popularity represents average popularity within 7 days of all retailers served. Popularity is 

measured by the number of times the item is displayed each day. 

Issues represent crosscutting questions in interviews. 

Phenomenon represents phenomena in interviews. 



4.3 C Experimental Comparison 

In reference [1], the author compares five different deployment architectures of artificial 

intelligence. It also describes the priorities and trade-offs among the crucial factors of AI 

deployment, and how to choose a specific architecture. Besides the key factors, the author also 

discusses other factors that may or may not affect the choice of the best architecture.  

In reference [2], the author compares description of nine-stage workflow of how several 

software engineering teams integrate machine learning into application and platform 

development. It also puts forward a set of best practices for building applications and platforms 

based on machine learning and discuss how software engineering is applied to components with 

machine learning as the core, and three basic differences between them and previous application 

fields. At the same time, a customized maturity model of machine learning process is made to 

evaluate the progress of software teams in building artificial intelligence applications. 

In reference [3], the author compares six lessons learned from the successful development of 

150 large-scale e-commerce applications. At the same time, it is the first time in this field to 

conduct large-scale research on the influence of machine learning on commercial products. A 

collection of experimental questions covers machine learning projects. In addition, describes a 

set of techniques for finding challenges in each project stage. 

In reference [4], the author compares two product recommendation services. In addition, the 

author also describes the basic principles of alternatives considered in various design decisions. 

At the same time, it will stimulate future academic research in this field and provide information 

for practitioners who use machine learning to build large-scale services. 

In reference [5], the author compares several different RNN structures. In addition, the 

algorithm based on RNN is used to capture fraud detection in e-commerce websites. After that, 

it is optimized for the uncertain concept drift. At the same time, it went online to JD.com and 

deployed CLUE to realize the real-time detection of fraudulent transactions. 

In reference [6], the author compares interview data from 11 people who participated in different 

intelligent system development groups. In addition, qualitative analysis of the data, describes 

some unique problems and difficulties. At the same time, the source of these unique difficulties 

and the possible development direction in the future are considered. 

5 DISCUSSION AND SUGGESTION 

This paper discusses the research methods and research objects of various references and finds 

that Innovative research on application programs and machine learning algorithms of artificial 

intelligence system with machine learning as the core. Therefore, this paper puts forward the 

following directions, which can provide directions for future AI research: 

1) Machine learning (ML) technology and RNN-based algorithms are used to develop 

intelligent systems in large enterprise environments. Using different RNN structures, the 

optimal performance of the structure is obtained in threshold test to develop a suitable intelligent 

system. 



2) Through the family of machine learning models, an optimal machine learning model is 

established. By choosing an appropriate machine learning model, the stage process of artificial 

intelligence application development can be displayed, and a set of practical applications or 

platforms based on the model can be further constructed. 

3) Use the technology based on machine learning model to build a large-scale product 

recommendation system. Rigorous model construction makes the experimental project more 

accurate. 

4) Session-based fraud detection in online e-commerce transactions can also be run by 

establishing a machine learning model. On this basis, the detection results of the information in 

the conversation can be obtained in the monitoring and evaluation stage. 

5) In online e-commerce transactions, conversation-based fraud detection can adopt 

qualitative research, choose the best system architecture, and establish a conversation-based 

fraud detection system. It is more convenient for different professionals to use and can achieve 

popular fraud detection. 

6) For the development of a set of artificial intelligence applications, RNN-based algorithms 

can be used. By comparing the cost and performance of the algorithm, the most suitable 

workflow is selected. 

6 CONCLUSIONS 

Our survey showed that the choice of computer architecture or platform is a key factor of AI 

deployment. That is, they are prerequisites for successful AI deployment. At the same time, 

there are many research challenges left due to the lack of quantitative data. In the future, optimal 

solutions for the deployment of artificial intelligence system should be developed. 
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