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Abstract. This paper introduces a comprehensive strategy to mitigate training bias in cattle 

breed identification models, focusing on cow orientation in still frames. Leveraging 

YOLOv7 for face detection, our methodology incorporates a novel orientation-aware pre-

processing step that categorizes images into right-oriented, left-oriented, original, and 

original with inverted orientations. The breed identification model, based on Convolutional 

Neural Networks (CNN), is trained on this augmented dataset. While the left-oriented 

approach achieves the highest accuracy, the original and inverted orientation strategy 

demonstrates superior validation accuracy, showcasing its effectiveness in addressing bias 

during real-world applications with varied cow orientations. These findings underscore the 

importance of orientation-aware training for robust cattle breed identification, providing a 

solution for an overlooked niche. 
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1 Introduction 

Cattle breed identification is pivotal for diverse applications in livestock management such as 

maintenance of pedigree and production records and its mandatory for the preservation of 

animal genetic resources [1], comprehensive assessment of breeding history and breed purity 

[2]-[3], strategic planning for breeding initiatives [4], enhancement of supply chain integrity 

through product provenance inference [5]-[7], and the conservation of locally specific species 

[2, 8].  Traditional methods such as ear tagging, ear notching, and electronic devices have been 

employed for individual identification [9]-[11]. However, these methods face challenges such 

as tag loss, electronic device malfunction, and reusability issues [12]. To address these 

shortcomings, there is a growing interest in leveraging advanced machine learning and computer 

vision technologies for precision livestock management [13]. Despite the commendable 

progress in cattle identification models, particularly those adopting a two-stage detection 

approach, there remains a critical gap in addressing real-world challenges, including training 

bias. Our proposed orientation-aware face detection approach directly tackles this issue, as 

farmers often capture images in preferred orientations, leading to datasets lacking the necessary 

diversity to ensure model robustness in handling varying cow orientations and breeds. 
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2   Background 

In the dynamic landscape of cattle breed identification, the integration of computer-vision 

technology has witnessed a surge in interest, particularly in harnessing visual features extracted 

from cattle images [14],[15]. This innovative approach involves the utilization of image 

processing and machine learning to discern unique patterns present in facial or body coat 

features, which serve as distinctive markers for individual cattle [14], [16]-[18]. The versatility 

of these features is evident in their application across various classifiers, machine learning 

models, and deep learning models reflecting the diverse array of methodologies adopted in the 

field. Biometric features such as iris and retinal patterns, characterized by their stability over 

time, have been explored for cattle identification, albeit facing practical implementation 

challenges due to difficulties in image capturing [19]-[21]. An alternative biometric modality, 

namely muzzle prints or nose prints, distinguished by their unique grooves and patterns, has 

gained traction as a reliable identifier for individual cattle [22]-[25]. The strategic integration of 

machine learning models, including SVM, KNN, ANNs, decision trees, random forest, and 

logistic regression, since 2014 has significantly contributed to advancing the accuracy of cattle 

identification, with deep learning models such as CNN, ResNet, and Inception showcasing 

superior performance [26]-[34].In the realm of cattle breed identification, addressing training 

bias is pivotal for robust model performance. Previous methodologies have leveraged neural 

networks with specific architectural features to optimize accuracy and efficiency in 

identification tasks. For instance, a lightweight neural network incorporating convolutional 

layers, Batch Normalization, and dropout layers, with global average pooling, has demonstrated 

efficacy in cattle face recognition. This network, trained on a dataset comprising over 10,000 

cattle face images, achieved an impressive accuracy of 98.37%, highlighting its potential for 

real-world applications [35]. While the advancements demonstrate the strides in cattle breed 

identification, it is crucial to address the numerous inherent biases in visual data collection [36]. 

The uniform orientation of cattle images in datasets and the lack of variability in cow breeds 

may introduce bias, impacting the model's real-world performance, that are not identified or 

vetted in the studies above. As farmers often capture images in a preferred orientation, the 

training datasets should strive for diversity to ensure the model's robustness in handling varying 

cow orientations and breeds. 

3 Proposed Model 

Figure 1 depicts the proposed model for bias mitigated cattle breed identification. Each 

component will be explained in detail, in this section. 



 

 

 
 

Fig. 1. Model Framework Architecture Diagram 

3.2 YOLOv7 for Individual Cow Detection 

YOLOv7 outperforms all existing state-of-the-art object detection systems in terms of both 

speed and accuracy, spanning a frame rate range of 5 to 160 frames per second (FPS) [37].  By 

employing pre-trained COCO weights, the algorithm adeptly recognizes cows in the provided 

images. The YOLOv7 algorithm yields bounding box coordinates, class labels, and a confidence 

value (p) for detected objects, with a specified confidence level of 0.25 in this study. After 

pinpointing cows within the images, identified as class 19 in the COCO dataset of 80 classes, 

the subsequent step involves cropping the images to concentrate exclusively on the cow's body. 

This entails utilizing the bounding box coordinates derived from the YOLOv7 algorithm to 

precisely crop the image.  

 
(a) YOLOv7 Body Identification 

 
(b) Cropped and Resized Image 

Fig. 2. Cow Identification Process 

This cropping procedure streamlines the data by eliminating extraneous information, directing 

focus exclusively to the region of interest—the cow's body. The selection of the cow with the 

highest confidence (p value) among multiple identified cows is determined for cropping. Figure 

2 illustrates this process, where, in a frame containing multiple cows, the cow with the highest 

confidence level is selected and cropped. The image is resized to 256X256 post cropping. 

3.3 Custom Face Detection Model 

Rectangular annotations were systematically applied to cow faces in various configurations, 

encompassing one, two, or multiple faces within a single image (Figure 3a). To mitigate biases 



 

 

 

 

 

introduced by crossbreeding, dehorning, or disbudding practices, the annotation process 

intentionally excluded horns. The YOLO V7 model was trained using a dataset comprising 442 

images, employing Coco weights for initialization, a batch size of 32, and a confidence interval 

of 0.05. The training spanned 100 epochs, with subsequent testing and validation performed on 

46 images. The training progress and predicted values, visualized in Figure 3b, illustrate the 

batchwise progression. Evaluation of the YOLO Face Detection Training was conducted based 

on macro-precision (mean average precision) and Recall. The model exhibited consistent 

improvement up to 15 epochs, followed by a gradual increase and eventual plateau at 1.0, as 

illustrated in Figure 3c. 

a) Cow Face Annotation Samples 
 

b) Batchwise Training 

 
c) Model Training Evaluation 

Fig. 3. YOLOv7 Custom Cow Face Detection Model 

3.3 Face Positioning based Orientation Aware System 

Cow Orientation Detection. This part of the process involves fixing the orientation. First, the 

cow orientation is detected, the decision-making process is straightforward yet effective, if the 

custom YOLO model detected cow face is positioned towards the horizontal left half (50%) side 

of the image, it is classified as left oriented. Conversely, if the face is on the horizontal right 

side (50%), the orientation is labelled as right oriented. This orientation-aware approach 

acknowledges the inherent spatial information within the images, ensuring that the model is 

trained on a diverse set of orientations commonly encountered in real-world scenarios. Figure 

4 visually illustrates these orientation labels, the yellow line indicates the horizontal midpoint, 

Figure 4a is a left oriented cow because the face is on the left side, similarly Figure 4b is a 

right facing cow because the face is to the right side of the image horizontal midpoint. 



 

 

 

 

 

 
(a) Left Oriented 

 
(b) Right Oriented 

Fig. 4. Orientation Detection System 

Cow Orientation Specific Datasets. There are 4 processed datasets created post detecting the 

cow orientation. Figure 5 illustrates the complete procedure, wherein an image from the dataset 

undergoes processing. The initial image is stored in the Original Orientation Dataset. Its original 

version, along with the horizontally flipped counterpart, is archived in the Original + Inverted 

Orientation Dataset. The identified orientation is examined and stored in the corresponding side 

(left/right), while its horizontally flipped representation is stored in the opposite orientation 

dataset. 

 
Fig. 5. Orientation Specific Dataset Segregation Pipeline 

4 Model Training 

4.1 Dataset 

Through the Orientation Aware System's pre-processing, four datasets were generated: left-

oriented (1572 images), right-oriented (1572 images), original (2255 images), and original + 

inverted (3144 images). Each dataset involves six cattle breeds, constituting a multi-class 

classification problem, namely Gir, Sindh, Rathi, Kangeyam, Kankrej, and Pulikulam. The 

images were collected from local farms in Tamil Nadu, India, with video clips and frames 

captured by dairy farmers under researcher supervision. The classes were balanced, with each 

cattle breed having 380 to 450 images in the original dataset. 80% of the data was allocated for 

training, and the remaining 20% for validation across all datasets. 

4.2 CNN (Convolution Neural Network) for breed identification 

Within deep neural networks, Convolutional Neural Networks (CNNs) excel in image 

classification tasks. Our employed architecture, as depicted in Figure 6, follows a standard CNN 

structure renowned for its effectiveness. It consists of convolutional layers, each followed by 



 

 

 

 

 

max-pooling layers for feature extraction. The model starts with a convolutional layer having 

32 filters (3x3 kernel, ReLU activation), followed by max-pooling layers. Subsequent 

convolutional layers with 64 filters capture intricate features. The final convolutional layer is 

flattened, creating a feature vector fed into densely connected layers. The output layer, utilizing 

SoftMax activation, has six nodes representing the cattle breeds. The model is trained for 10 

epochs using the CNN structure. 

 

Fig. 6. Cattle Breed Identification CNN Model 

5 Model Evaluation 

 
a) Accuracy 

 
b) Validation Accuracy 

 
c) Validation Loss 

Fig. 7. Model Evaluation: Accuracy & Loss vs Epochs Plots 

 

After 10 epochs, the model exhibits distinct performance based on orientation. The Original 

Orientation dataset shows exceptional training accuracy (99.96%) and commendable validation 

accuracy (86.94%). The Inverted and Original Orientation dataset outperforms all other models 

with a validation accuracy of 92.68%. However, orientation-specific datasets, Right Orientation 

Only and Left Orientation Only, present challenges with potential bias issues, with extremely 

high validation loss. The model's versatility in handling varied orientations is evident, 

showcasing its robustness in real-world scenarios. 

Table 1. Post 10 Epochs Model Evaluation Metrics 

Dataset Accuracy Validation 
Accuracy 

Loss Validation Loss 

Original 0.9996 0.8694 0.0017 0.8802 

Inverted + Original 0.9994 0.9268 0.0009 0.4484 

Right Orientation 0.9769 0.7930 0.0799 1.3792 

Left Orientation 1.0000 0.8567 0.0001 1.3298 

 



 

 

 

 

 

6 Conclusion 

Our methodology for mitigating training bias in cattle breed identification, integrating YOLOv7 

for face detection and CNN for breed identification, has shown significant advantages. The left-

oriented approach achieves the highest accuracy, while the original and inverted orientation 

strategy exhibits superior validation accuracy, addressing bias in real-world scenarios. Despite 

robust performance, there are limitations, especially with orientation-specific datasets, 

indicating potential bias issues. Future work may involve expanding the dataset, refining 

orientation detection, and exploring advanced neural network architectures for enhanced 

performance in precision livestock farming. 
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