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Abstract. Blockchains like Hyperledger Fabric are comparably faster than public 

blockchains like Ethereum. These Permissioned Blockchains do not need to consider for 

in-built security like Bitcoin. The core part of Hyperledger Fabric, the orderer, replicates 

blocks across the blockchain network. The orderer follows the raft consensus protocol, 

which is already used in many distributed applications, from distributed databases to cloud 

based systems. However, strong leader based consensus algorithms like Raft have a 

bottleneck and this limits scalability. Here, we propose an improved raft consensus 

protocol which is made to perform better, even with an increased number of nodes, by 

making the leader delegate the responsibility of broadcasting to proxies and just focus on 

sequencing the clients' commands. 
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1 Introduction 

Blockchain technology has been becoming more and more adopted especially in modern large-
scale enterprises. Both public and permissioned/consortium blockchains have found utilization 
in various fields and not just restricted to cryptocurrencies. Enterprises are more taken to consor-
tium blockchains like Hyperledger Fabric which offer services including Smart contracts with 
various associated trade partners. 

Raft consensus [1]algorithm is a strong leader-based protocol where the leader takes in clients’ 

commands and transmits and makes the followers commit the transactions. Raft is designed to 

make it easy to understand and implement as opposed to Paxos consensus, which is very hard 

to understand though it is mathematically proven. Hyperledger Fabric, using Raft consensus 

instead of Paxos, is a proof of its ease of understanding [2], [3]. Raft has been formally proved 

with TLA+[1] and NLT [4]. Attempts are made to incorporate forensics [5] to better understand 

the protocol. 
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With wider adoption of permissioned blockchains like Hyperledger Fabric, the degradation of 
performance is observed when there are a lot of participating nodes in the blockchain. This issue 
of scalability has been present but is not addressed until recently. Traditional distributed consen-
sus algorithms are targeted at databases, especially for those distributed databases/datastore [6], 
and they usually don’t need those numerous nodes to serve clients. However, with the advent of 
blockchains, the possibility of adding more nodes to the network heavily increased. Beyond a 
threshold, the traditional consensus algorithm degrades faster.  

In the following sections, we discuss the attempts made to increase throughput and scalability. 

2 Related Works 

Various attempts are made to either mitigate or minimize degradation of performance in the tra-
ditional consensus algorithms [7]–[14], especially extensions of Paxos. They achieved reasona-
bly good results. Most of the improvements are optimizations of the original consensus algo-
rithms. Here, in this paper, we discuss some of these consensus mechanisms and how they try to 
solve the problem of scalability.  

Most of these algorithms haven’t been designed taking into consideration the underlying 

physical network topology. For example, in the paper [15], Raft didn’t take into consideration 

that there could be a chance of partial link failure and only one-way communication is possible. 

We choose the Raft consensus algorithm[16] to improve this, as it’s being widely used, 

extensively cited, and has proof of correctness through formal verification. It is being used in 

one of the more famous permissioned blockchains, Hyperledger Fabric, as an order .  

In our proposed improvements to Raft algorithm, we aim to make 2 fundamental improvements. 

(1) To reduce the number of broadcasts the leader has to make for every request from the client; 

this we achieve by delegating to some nodes to pass on the messages from the leader. And (2) 

to make the followers return a read request directly to the connected clients instead of routing 

through the leader. A recent protocol, Canopus [17] has a similar way of solving the problem. 

3 RAFT Consensus Algorithm 

Raft consensus algorithm is specifically designed to make it more understandable in contrast to 

the famous Paxos consensus. It is designed as a strong leader-based consensus protocol where 

the leader actively participates in every decision. Though the performance of Raft is comparable 

to that of Paxos, there are still issues with scalability. When a greater number of nodes is added 

to the cluster, the performance degrades faster. The leader is in charge of receiving all the client 

requests and sequencing those commands and broadcasting them to the follower nodes. When 

the majority of the nodes accept and replicate the commands, the Leader sends a response to the 

clients. 

3.1 Working of Raft Algorithm 

Raft algorithm is a strong leader-based consensus mechanism but is not a centralized one, as 

any follower can become a leader in the cluster. When the cluster begins, it’s operations for the 

first time, all the nodes in the group start off as followers. One of the followers wakes up from 

a random timer and realizes there is no leader in the group to co-ordinate clients’ commands 

and becomes a candidate. It will increment the term number and send requests votes to other 



followers. The followers send a Yes vote to the candidate on a first come first serve basis. The 

Candidate, after receiving a majority of the votes (n/2 + 1), becomes a Leader and sends 

broadcasting heartbeat messages indicating to all the followers who the leader is and what the 

term is.  The Leader handles all the client commands, sequences them and broadcasts them to 

the followers. The Leader then awaits a reply from the majority of the followers and sends back 

a confirmation message to the client. This is the general working of the Raft consensus algorithm 

in short. The below illustration depicts the same. 

Figure 1 Functioning of a Raft cluster after a client’s request 

In the Fig 1, C1 and C2 and clients. C1 requests the leader ‘1’ to set a value, which ‘1’ broadcasts 

to nodes 2,3,4 and 5. In the reply to nodes 2,3 and 4 respond to ‘1’ positively, but the response 

from the follower ‘5’ got lost. This doesn’t stop the leader as it has received a response from the 

majority of the followers (2,3,4) apart from itself and hence it considers the request to be 

committed by the cluster and in the last step (4), it responds to the client C1. In the same figure, 

client C2 tries to make a read request to node 5, which is a follower, but it responds by saying 

go to leader ‘1’. Then C2 contacts the leader ‘1’. This is a brief description of how a raft cluster 

works. 

3.2 Issues with Throughput and Scalability 

 There is only node, the leader that (1) caters to all the client requests, (2) sequences them
in the order of commands received, (3) broadcasts the commands to followers to replicate,
(4) receive majority feedback from the followers for successfully committing to their log,
and (5) Finally replying to the client of the successful completion of the request. This
makes the leader a lot slower and puts a theoretical limit to how many requests it can
handle with a specified period of time.

 As the number of nodes in the cluster increases, the broadcasts also increase, in turn
greatly increasing the leader’s responsibility to await the majority of nodes to reply. This
also puts a theoretical limit to how much the size of the cluster can grow without signifi-
cantly degrading the performance of the cluster as a whole.

As stated above, to tackle these issues we propose a novel solution to improve throughput and scalability 

of the Raft cluster. 



4 System Model 

As mentioned in the above section, the issues with throughput and scalability are approached 

systematically here and we propose a solution that would greatly reduce degradation of 

performance as the nodes grow and increase throughput. 

4.1 Proposal Description 

For every client command, the replication happens with all the broadcasting from the Leader and 
appropriate response back. This virtual broadcasting assumes every node is directly connected to 
the leader, but in reality, the underlying network devices such as switches take care of the routing 
process. Sometimes some of the switches are overused and some under used. Raft, by design 
(like Paxos) theoretically assumes one-to-one connection of all the nodes. As there is no one 
physical network setup, the assumption is a useful abstraction. Here too, in our proposal, we don’t 
assume a specific network topology (as there are many) but we question the non-feasible one-to-
one complete graph approach. For solving this we assume more of a tree like message passing 
between the servers of the cluster. Layered Paxos [18] also follows a similar design. 

Our proposal has two sections to it as described as follows: 

a) Delegating broadcasting responsibilities: Instead of broadcasting to every node in the
cluster, the Leader broadcasts only to a select couple of nodes in the network which in
turn propagate the broadcast to a select couple of nodes. Only 2 levels of propagation is
required if we properly choose that number of selected nodes. We elaborate more below.

b) Delayed local read response: While in the original raft algorithm, only the leader is

allowed to reply to the clients after a command is append to the Log of the cluster. We

relax this condition by allowing any follower node connected to a client to respond to a

read request.

The following illustration Figure 3, shows how a 7 node Raft cluster looks like 

Figure 2: Raft assumes a one-to-one connection; Figure 3:  Proposed two-level replication broadcast 

We are going to elaborate on our above proposed design changes in the following sub-section. 

4.2 Two level broadcast propagation 



In the first part of the proposal, we delegate the responsibility of broadcasting the replication 

command (aka AppendEntries) to some pre-listed nodes in the cluster. Those nodes in turn pass 

on the broadcast to others in the cluster. The response of this AppendEntries command is sent 

back to the Leader who inturn replies to the client. This is illustrated in Fig 5 with a 7 node Raft 

cluster.  

Clients C1 .sends a set(x,2) message to set the value of ‘x’ to ‘2’ with the raft cluster. The leader 

no. 1, then instead of broadcasting to all the 6 other follower nodes, sends it to only two other 

nodes numbered 7 and 2. Node 7 follows up with nodes 6 and 5 and gives back their replies to 

the leader ‘1’. This multi level broadcast message propagation might seem to contain more 

rounds, but it frees the leader ‘1’ to accept more clients’ requests and do the same all over again. 

If we take the structure of the underlying physical network, this multi-level propagation takes 

off the load on some overworked switches and balances the broadcasts across all the network.  

As the network size grows, this 2-level broadcast can be maintained just by increasing the 

number of nodes that the leader communicates to. If there are 5 or 7 nodes, then delegating to 2 

proxy nodes is enough. If the network is 9 or 11 or 13, propagating to 3 nodes is required. All 

this delegating has been done, taking into account not to change the safety property of the Raft 

protocol. For this, each server is given a responsibility for an ‘m’ number of nodes. If there are 

‘n’ number of nodes, then we should choose a number ‘m’ such that the following equation is 

satisfied. 

Log m (n-1) ≤  2.    (1) 

4.3 Delayed Local Read Request 

Stale reads are a real problem, and Raft strictly guarantees consistency, and no stale reads are 

allowed. This is enforced by the Raft leader responding to even read requests of clients. Usually, 

for most databases, there are more read requests than “write” requests and most are optimized 

for read requests. We propose to improve the throughput of a raft cluster by making follower 

nodes respond to the read requests of the connected clients. 

4.4 Simulation 

Raft’s performance didn’t change much even when simulated in a container[19] .We have 

chosen Mininet for the simulation and chosen ‘etcd’ a well known Key-Value data store 

implementing the raft consensus protocol. Mininet is an emulator where we can run a real-world 

application in a virtualized environment where we can create a virtual network of our choice 

using python scripts. 

5 Analysis 

Given that various overlay network topologies are available, like Hub-and-Spoke, Full Mesh, 

Partial Mesh, Lead-Spine topology, Multi-tier architecture, End-to-End overlays etc, we choose 

Hub-and-Spoke topology to illustrate the actual working of the raft replication process.In this 

section, we delve into the actual working of the raft consensus protocol with each step separately 

illustrated showing how long it would take the original raft consensus protocol to complete one 

round of replication in the cluster. 



Table 1. comparison of series of events of original raft with modified Raft 

Ste

ps 
Raft(Original) Description Raft(Modified

) 

Description 

1 C1 → 1 Client C1 send first 

request to the leader node 

‘1’ 

C1 → 1 Client C1 send first 

request to the leader node 

‘1’ 

2 1 → H Leader ‘1’ sends request 

to the Hub ‘H’ 

1 → H Leader ‘1’ sends request 

to the Hub ‘H’ 

3 H → 2,3,4,5 Hub broadcasts to all 

Followers 

H → 2 Sends to the deputy ‘2’ 

4 2 → H → 1 ‘2’ sends a reply back 

through H 

2 → H → 

3,4,5 

‘2’ broadcasts to 

followers 

5 3 → H → 1 ‘3’ responds C1 → 1; 

5 → H → 2 

New client request and 

‘5’ sending back to ‘1’ 

6 4 → H → 1 ‘4’ replies to ‘1’ 1 →H → 2; 

4→H →2 

‘1’ sends new request to 

‘s’ 

 and parallelly 4 replies 

to ‘2’ 

7 1 →C1 Leader ‘1’ replies to 

Client (first request) 

2 →H →1; 

5 →H →2 

‘2’ sends the summary 

of votes to ‘1’; 

‘5’ replies to ‘2’ on 

second request 

8 1 →H 

→2,3,4,5 

New broadcast for second 

Client request 

1 →C1; 

4 →H →2 

While ‘1’ is replying to 

C1 on 1st request, 4 

responds to ‘2’ for the 2nd 

request 

Figure 4: Client command propagation through repliaction in raft cluster 



In table 1,the tabular construction of events in the order shows how the the modified raft takes 

in more client requests and delegates them to a proxy leader, effectively parallelizing the 

communication process while not overloading the central hub. By the time of second client 

request was received by the leader ‘1’, the modified raft has already taking replies from the 

followers. 

6 Conclusion 

In this paper, we presented a solution to improve the performance of the Raft consensus 

algorithm in throughput and scalability to improve the overall performance of a permissioned 

blockchain network which uses Raft. Since consensus is central to any blockchain network, 

improving the consensus protocol will definitely have orders of magnitude improvement in 

performance depending on how well the consensus protocol is designed. We showed that even 

with the increase in the number of nodes, the 2-level log replication broadcasting, along with 

delayed local reads, improves the overall performance. 
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