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Abstract. Agriculture is the primary source of employment for over half of India's 

population, making it heavily dependent on this sector. Indian farmers encounter a plethora 

of challenges during their agricultural pursuits, which include but are not limited to 

droughts, pests, infertile land, lack of irrigation, and plant diseases. As per reliable reports, 

plant diseases and pests are accountable for crop losses amounting to 5000 crores annually 

in India, rendering them a significant apprehension for the farming community. Plant 

disease identification can be a cubersome task and this paper aims to develop a disease 

identification model for Tomato leaves using three different Machine Learning algorithms, 

namely Convolutional Neural Network (CNN), Support Vector Machine (SVM), and K-

Nearest Neighbors (KNN). The primary goal is to evaluate and compare the performance 

of each algorithm for the identification of Tomato leaf diseases. 

Keywords: Machine Learning, Plant disease detection, KNN, CNN, SVM, Tomato leaf 
disease detection 

1 Introduction 

India is the world's second largest producer of tomatoes, with a production of over 20 million 

metric tons annually. The country has diverse agro-climatic conditions that make it suitable for 

tomato cultivation throughout the year. The central tomato-growing states in India include 

Maharashtra, Karnataka, Andhra Pradesh, Madhya Pradesh, and Gujarat. The tomato industry 

also provides employment opportunities for millions of people in the country. 

 

Tomato plant diseases have a significant impact on crop yields and quality. They can cause leaf 

wilting, fruit rot, and decreased plant vigour. Plant diseases are typically manifested in the 

plant's leaves, stems, and fruit. Therefore, the plant leaf is often used to detect the presence of 

disease as it displays the most prominent symptoms 
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This paper discusses various tomato leaf diseases, including but not limited to late blight, target 

spot, mosaic virus, yellow leaf curl virus, bacterial spot, septoria leaf spot, and spider mites The 

conventional method of detecting plant diseases with the naked eye can be both time-consuming 

and laborious. Farmers may need more knowledge about the various diseases that can impact 

their crops.Over the years, various methods have been utilized to design automatic or semi-

automatic systems for detecting plant diseases. Detecting diseases through symptoms on plant 

leaves has made the process simpler and cost-effective. These systems have proven to be faster, 

cheaper and more precise compared to the traditional method of manual observation by farmers. 

Image processing can assist in bridging this knowledge gap and also save time and labor. This 

paper aims to implement various classification techniques and find the best model for image 

segmentation with the highest accuracy. 

The different methods of image classification explored in this paper are K-nearest 

Neighbors(KNN), Support Vector Machines(SVM) and Convolutional Neural Networks 

(CNN). The dataset being used is sourced from the Plant Village dataset and contains 16,012 

images (consisting of 10 different labels).  

2 Literature Review 

Lavika Goel et. al.[5]  stated that the recent developments in deep learning and deep learning 

technology have enhanced agriculture by visualizing the soil properties or weather conditions 

for crop disease identification and classification, providing more accurate solutions than 

conventional methods. Plant diseases can be caused by infectious agents (caused by fungi, 

bacteria, viruses, nematodes and protozoa) and non-infectious agents(physiological factors such 

as temperature and weather conditions, Nutrition deficiency, etc). The diseases in plants can be 

recognized by observing the plant's root, leaf and stem portions. The study employed various 

segmentation and feature extraction techniques to identify regions of interest and extract 

meaningful information for disease classification. The analysis revealed that the most 

commonly used feature extraction methods were Grey Level Co-occurrence Matrix (GLCM), 

Histogram of Gradient (HOG), and Oriented FAST and Rotated BRIEF (ORB), while the most 

frequently used machine learning-based classifier was SVM due to its robustness to 

interdependent input features and non-Gaussian data distribution. The accuracy rates achieved 

by certain combinations of feature extraction and classification methods were 99.98% (ORB 

and Linear SVM), 99.62% (GLCM and MobileNet), and 99.74% (GLCM and InceptionV3). 

O. Kulkarni [10] employs computer vision techniques along with deep learning neural networks 

to train a model that can identify the type of disease based on the visual and textural attributes 

of leaves that share similarities. The dataset of 38 different classes contains 54306 images of 13 

different types of crops and 26 types of diseases. The images are pre-processed and are divided 

into 80%-20% testing and training datasets before being fed into the Convolutional Neural 

Network(CNN) model. Transfer learning is used to build deep learning models using Mobile 

Net and Inception V3 pre-trained models. The segmented images for training the model resulted 

in better performance than color and grayscale images. The MobileNet and InceptionV3 models 

showed good performance with an accuracy of 99.62% and 99.74%, respectively, for crop type 

detection. The InceptionV3 model outperformed MobileNet in crop detection, while both 



 

 

 

 

models showed steady growth with 99.04% and 99.45% accuracy, respectively, for crop disease 

detection.  

Panigrahi K.P et. al. [11] implements techniques such as image processing, feature extraction, 

and deep learning algorithms to detect and classify the diseases. CNN, SVM and Random 

Forests have been applied to achieve high accuracy rates. The Maize plant disease dataset from 

the plant village dataset contains 3823 images of four different class labels. The implementation 

is done using the python machine learning package along with pandas. The accuracy rates for 

the preprocessed images using different machine learning algorithms were: SVM at 77.56%, 

Naive Bayes at 77.46%, K-Nearest Neighbors at 76.16%, Decision Tree at 74.35%, and Random 

Forest at 79.23%. 

Jain B et. al [4] used a pre-trained deep CNN based VGG-16(Visual Geometric Group), that has 

been trained on over 10 million images on detecting generic features from images, for feature 

extraction. Random forests have been used as a classifier because of its robustness and accuracy. 

The dataset contains 1003 images from three different classes of grape leaf diseases. The 

accuracy rates for the preprocessed images(resizing, normalization and conversion to arrays) of 

the model for: 80%-20%  training – testing dataset is 91.66%, 70%-30% training – testing 

dataset is 90.68%  while 60%-40% split provided an accuracy of 89.21%. 

Costales H et.al [12] implemented a Convolution Neural Network(CNN) to design a rice leaf 

disease detection algorithm. The Feature-driven Development (FDD) under the family of Agile 

methodology was used for the software model to extract meaningful attributes from the images. 

The dataset by Huy Minh Do of 1260 labeled rice leaf images was downscaled to 500x500 

pixels and are split into training and validation datasets(80%-20%) to train the model. The model 

provided an accuracy of 98% in its third iteration. 

Ramesh S et. al [13] created Histogram of an Oriented Gradient (HOG) for extracting features 

of diseased leaf images while using Random forests for classification.The researcher utilized 

three feature descriptors, namely Hu Moments, to extract essential attributes of image pixels for 

object description. Before feature extraction, the RGB images were converted into grayscale. 

For distinguishing between healthy and diseased leaves based on texture, the researcher 

employed the Haralick texture feature, which uses an adjacency matrix to store the position of 

(I, J). Additionally, a color histogram was used to represent the color distribution in the image. 

The RGB format was initially transformed into HSV color space, then the histogram was 

calculated. The Random forest classifier was trained using 160 images of Papaya Leaves and 

provides an accuracy of 70%. 

M Islam et. al.[14] proposes an automated potato leaf disease detection using Support Vector 

Machines. The algorithm is trained using 300 potato leaf images sourced from the plant village 

dataset. The images are masked and the region of interest(ROI) is extracted based on color and 

texture, which is performed using the Color Thresholder app in Matlab. To extract statistical 

texture features such as contrast, correlation, energy, and homogeneity, the researcher utilized 

the Gray Level Co-occurrence Matrix (GLCM).The Support Vector Machine model with a 

train-test split of 60%-40% achieved a testing accuracy of 95%. In order to enhance the model's 

robustness, 5-fold cross-validation was employed, resulting in an accuracy of 93.7%. 

Khalili E et. al [15] focused on detecting and classifying soybean charcoal rot disease using 

various machine learning ,ethods. The disease caused by Macrophomina phaseoli (Tassi) Goid, 



 

 

 

 

is a significant contributor to reduced soybean productivity. Padol P B et. al [16] applies support 

vector machine for classifying the healthy and unhealthy leavevs.  

3 Machine Learning Classification Methods 

3.1  K-Nearest Neighbors (KNN) 

KNN is a simpler and easier implementation algorithm used for data distribution based on 

distance metric. The accuracy of the algorithmic classification is based on the similarities among 

labels. The distance metric is used for measuring the similarities among labels and Minkowski 

distance is used for this purpose which calculates the k closet neighbors to a required data point. 

If the ‘k’ is a small value then it means overfitting and higher value means underfitting.  

 

3.2  Convolution Neural Networks (CNN) 

CNN is a collection of one or more layers which performs a particular task. Filters are applied 

in a specific layer to extract the required features from the image. Filters are nothing but a small 

matrix which slide over the entire image pixels and perform dot matrix operation. This results 

in a new matrix which is referred as feature map. The features of an image may include gradient 

values, colour values, and edge information. This layer can learn spatial hierarchies of patterns 

and extract low-level features such as edges, corners, and curves. 

 The Pooling layer reduces the spatial size of the feature maps by down-sampling them, thereby 

reducing the computational power required to process the images by decreasing dimensionality. 

This layer operates by taking the maximum (max pooling) or average (average pooling) value 

from the region of the image covered by the kernel. Max pooling is preferred over average 

pooling as it performs de-noising of images and dimensionality reduction more effectively.  

The Activation layer applies a nonlinear function (e.g. ReLU) to introduce non-linearity into the 

network, which is then fed to the fully connected layer. Backpropagation is applied to each 

iteration of the process, and the "epochs" help the model differentiate the features and classify 

the images using the Softmax classification technique. 

3.3  Support Vector Machine (SVM) 

Support Vector Machines use decision boundaries or hyperplanes to classify data points into 

distinct classes by mapping lower-dimensional data points into higher-dimensional space using 

kernel functions for linear regression. It is particularly effective in dealing with high-

dimensional datasets and has proven to be a popular choice in the classification of diseases. It 

works by identifying the support vectors, which are the data points closest to the decision 

boundaries, and optimizing the margin between these support vectors to minimize classification 

errors. 

The advantage of using SVM is its ability to handle non-linearly separable and imbalanced 

datasets. 



 

 

 

 

4 Methodology 

The methodology adopted in this proposed work is as follows 

4.1  Dataset Description 

The dataset contains 16,102 images of tomato leaves spread across 10 labels, collected under 

controlled conditions. The images have been sourced from the Plant Village dataset. The dataset 

was split into training (80% of images) and validation (20% of images) sets to build the disease 

detection model. 

4.2  Image Pre-processing 

Image pre-processing is crucial, while building a Machine learning model, as it enhances the 

quality of image, standardizes the data and reduces computational complexity. . In this study, 

the images were downscaled to 32x32 pixels, which effectively reduced the image size and 

processing time required by the model. Additionally, the images were converted from RGB to 

grayscale, resulting in a decrease in data size due to the reduction of color channels from three 

to one. The application of histogram equalisation enhanced the features of the data, while 

normalization prevented the larger pixels from dominating the training process. 

4.3  Feature Extraction 

VGG16 is a neural network object detection and classification algorithm. The researcher has 

used VGG16 consisting of sixteen layers, including thirteen convolutional layers and three fully 

connected ones. The model consists of three convolutional and max pooling layers of 3x3 pixels 

and 2x2 pixels, respectively. The model has two fully connected layers with 4096 neurons and 

a softmax activation layer with ten output neurons. The model is trained using the Adam 

optimizer with a learning rate of 0.001, and the loss function is categorical cross-entropy. It is 

designed to process input images of size 224x224x3 (RGB channels) and predict the class of 

the image from 10 different possible classes. 

4.4  Model Evaluation 

The machine learning classification techniques mentioned in this paper were implemented on 

the dataset after feature extraction using VGG16.CNN achieved an accuracy of 79.14% after 40 

epochs of training (Figure 1). KNN and SVM achieved 74.56%  and 68.22% of accuracy 

respectively 



 

 

 

 

 

Fig. 1. Accuracy of CNN model over  the epochs 

Table 1. Accuracy of each model 

 

 

 

 

 

5 Conclusion 

This research study centered on the development of a disease detection model for tomato leaves 

using machine learning techniques. The dataset utilized in this study comprised of 16,012 

images of ten labels, obtained from the Plant Village dataset. The images were subjected to pre-

processing and augmentation and were used to train CNN, KNN, and SVM models. Among the 

models, CNN achieved the highest accuracy levels, as evidenced by the results of previous 

studies reviewed in the paper. The study underscores the importance of feature extraction and 

pre-processing in the development of machine learning models for disease detection. The 

accuracy levels attained by the models are noteworthy and suggest the potential of developing 

a practical application for the detection of tomato leaf diseases. Further research can explore 

alternative extraction and optimization techniques to achieve even higher accuracy levels. 
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