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ABSTRACT

Formal analysis of user-device interaction is key to create
correct and usable interface design in cyber-physical systems.
In this work, a novel formalism is created to address cogni-
tive errors, in particular device-delay error arising during
user-device interaction. The formalism describes a resource-
based approach to fulfill the goals of a user under uncertainty.
Computational feasibility of the formalism is analyzed using
probabilistic model checking on a prototype of a vending
machine.
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1 INTRODUCTION

Cyber-physical systems are becoming omnipresent and found
in applications related to avionics, automative, healthcare,
traffic. Complexity of designing user interfaces of cyber-
physical systems presents a challenge [11, 14]. Formal mod-
eling of critical interactive systems such as medical infusion
pumps, air traffic control is important in unraveling the po-
tential design errors. The feedback loop with human inte-
grated with physical processes are critical in the computa-
tions [13]. The interaction of human with the critical sys-
tems is a challenge for design of secure and usable inter-
faces. Formal verification methods have been addressed to
ensure correct functioning of interactive computing systems
[8]. Interactive systems is a combinatiuon of a human and
an automated device. The correct functioning of interactive
devices includes correct functioning of the automated device

and human actions [8]. The minimization of human errors
is critical in system design to prevent a catastrophe. For-
mal modeling of cognitive errors (slips) in embedded systems
such as infusion pumps [4] has been addressed with the aim
of designing correct user interfaces. Construction of correct
user interfaces of any device is critical to ensure usability of
the software. One of the errors in the user-device interaction
is the device-delay error. The user performs an action and
in the absence of alert mechanism for the completion of the
action, the user repeats the action to execute the task again.
The device-delay error [7] occurs when a device takes time
to process the information entered by the user. An exam-
ple of device-delay error is the device-delay occuring during
the human-machine interaction of an infusion pump. In the
infusion pump, the healthcare provider presses the button
for a measured dose of drugs. In the absence of alerts, the
healthcare provider presses the dosage button a second time
thinking that the first execution of the dosage button was
not executed by the device. The outcome for repetitive press-
ing of the button leads to increase of dosage in the infusion
pump. The time that a device would take to process the
information entered by user is not known beforehand. We
address device-delay error in this work and to the best of
our knowledge, this is the first time device-delay has been
addressed under uncertainty.
Model checking [6] is a formal verification method that has
been used to study the correctness of system design. Prior
work has addressed model checking of interactive behavior
and cognitive errors have been reported [2, 3]. A commu-
nicating sequential process(CSP) algebra model [2] and a
rewriting-system based formalism [3] has been used to study
different behavioral properties of the user. The goal of user-
device interaction is to create a model for the verification of
user actions integrated with the device processes. The con-
tributions of this paper are: (i) A novel formalism is created
using a resource based approach to model user interaction
and incorporate device-delay error, (ii) An automated model
abstraction method incorporating uncertainty in modeling
device-delay and (iii) evaluate computational feasibility of
the formalism using probabilistic model checking [1, 10] on
a prototype of a vending machine. The goal of the formalism
in this paper is to incorporate device-delay error in the for-
mal verification of correct user-interfaces such that potential
errors in user interactions. The potential causes of errors in
human interaction are from incorrect system design or cog-
nitive slips in human behaviour. A preliminary version of
this work was reported [9].
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2 RESOURCE-BASED INTERACTION
MODEL

The motivation for the formalism is: the user interacts with
the device to use it for fulfill the goals. The goal of user-
device interaction is the reason for the user to interact with
the device. In this paper, we use a vending machine as
a running example for user-interaction. The goal for the
user-device interaction for the vending machine is to receive
products from the vending machine. The products are the
resources in the vending machine. The begin state is the
state in which the user begins interaction with the device
to achieve his/her goals. The resources in the device de-
crease/increase from the begin state when the user interacts
with the device. The resources that are produced/consumed
by the device are internal resource. There are two types of
internal resources, concrete and abstract. Concrete internal
resources are physical objects such as chocolates , currency
and abstract internal resources are qualitative objects such
as time interval between start and end of an event occur-
ing inside the device. Physical conditions that are not pro-
duced/consumed by the device but is changed during the in-
teraction are called external resources. An example of an ex-
ternal resource is any physical condition such as temperature;
another example includes the presence/absence of number of
users or the time taken by users to perform a specific action
on the device. External resources are important to address
context or the location, where the device is being used. In
our formalism in this paper, only internal resources are con-
sidered. Model abstractions for formal analysis using model
checking [6] require formalization of transition systems. For-
mally,

Definition 2.1. A Kripke transition system M over a set
AP of proposition letters is a tupleM = 〈S0, S,R, Ls〉 where,
(i) S is a finite and non empty set of states ,(ii) S0 ⊆ S is the
set of initial states ,(iii) R is a transition relation, R ⊆ S×S
such that for each s ∈ S there exists s′ ∈ S and (s, s′) ∈ R
and (iv) Ls : S → 2AP is the labeling function that labels
s ∈ S with the atomic propositions that are true in s.

A ede labeled Kripke (E-Kripke) transition system is a
Kripke transition system that has labels on the transitions.
Formally, Me = 〈S0, S,R, Ls, Le〉. where Le is the edge la-
beling function given by Le : S × S → E and E is the set of
edge labels. We describe the representation of user-device
interaction in the form of E-Kripke transition system is de-
scribed as:
We are given (1) a set of resources, Resc, (2) a set of quan-
tities, 0, 1, 2, .., n, (n ∈ N) for each resource resc ∈ Resc is
assigned and (3) a set of actions, Act. There is a transi-
tion from state s to s′ modeled by change in the value of a
resource for each action, a ∈ E .

• AP is the set of all the atomic formulas, resci = 0,
resci = 1, or resci = n for ith. resource, resci ∈
Resc where n, i ∈ N.

• S is the set of subsets s of AP where, for ith. re-
source, resc ∈ Resc, exactly one of the formulas

resci = 0, or resci = 1, or resci = n is in s. The
states contain quantities of all the resources in the
system

• S0 is the set of initial states of the E-Kripke struc-
ture. An initial state inherently is unique, contain-
ing only a single state as the resource level. Hence,
| S0 |= 1.

• The edge label on a transition is an action, e where
e ∈ Act. The labeled transition is represented by a
triple, 〈s, e, s′〉.

• For all s, s′ ∈ S and an action, e ∈ Act given by:

ˆresc1, ˆresc2 . . . ˆrescn
e
↪→ ˇresc1, ˇresc2, . . . ˇrescn.

The notation for set of resources for the action, e
before and after the action is given by,

{ ˆresc1, ˆresc2, . . . , ˆrescn}
and

{ ˇresc1, ˇresc2, . . . , ˇrescn}
, respectively.

There are two types of edges in the E-Kripke transition sys-
tem, r-edge and ε-edge. A r(resource)-edge 〈s, e, s′〉 models
a change in the quantity of at least a single resource in an
action, e ∈ Act. The model is able to accomodate all the
actions and each action changes the quantities in a resource.
A labeled ε-edge models an action that has no change in
internal resources. The ε-edge represents external resources
that has no direct effects on any of the actions that change
the quantities of internal resources. The formalism includes
only those actions that change internal resource. Also, ε-
edge models the scenario if the user leaves without the com-
pletion of the goals.

3 UNCERTAINTY IN THE
FORMALISM

The values of device-delay time is uncertain. Hence, it is
imperative that the resource-based interaction model to in-
coporate uncertainty in the values of device-delay. One way
to address uncertainty is by using stochastic models, such as
discrete time markov chain (DTMC) and markov decision
processes (MDP) [15]. The set of values of device-delay are
incorporated in the model and assigned probabilities. The
objective is to evaluate the computational feasibility of the
incorporated uncertainty in the resource-based formalism.

Definition 3.1. MDP is Mm〈S0, Sm,A, P,L〉 where
• Sm is a finite set of states.
• S0 is the initial state.
• A is the finite set of actions. Note:A can be a set of

subsets.
• P : Sm×A×Sm → [0, 1] and ∀a ∈ A, ∀s ∈ Sm

∑

s′∈Sm

P (s, a, s′) = 1
• L : Sm → 2AP . L represents the labeling function

and AP represents is the set of atomic propositions.

The E-Kripke transition system may then be transformed
to a stochastic model such as markov decision process (MDP)
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and discrete time markov chain (DTMC) is given. A MDP
is the generalized form of DTMC where the probability dis-
tributions are selected nondeterministically. Assume
Me〈S0, S,R, Ls, Le〉 is the E-Kripke transition system. The
transformation from a detrministic system to a MDP is de-
noted as Me to Mm and is constructed by a fixed point
algorithm. For simplicity, an action, e in the algorithm is a
single action and not a set of actions as stated in the defi-
nition of MDP. In the construction of MDP, transition of E-
Kripke transition system is transformed into multiple transi-
tions representing same transition with different probability
distributions.

Figure 1: Transformation of a transition in an E-

Kripke system to MDP (a) A labeled transition, s
e→

s′, in an E-Kripke system (b) A set of transitions
formed from a given transition from the E-Kripke
system in the construction of MDP.

We introduce the following constructs to address uncer-
tainty in the resource-based formalism to evaluate computa-
tional feasibility.

Definition 3.2. (m-restricted state labels) Given a state,
s with label, L(s), a m-restricted state labels, Ľm(s) repre-
sents m different propositions from L(s) and m ∈ N.

An example of anm-restricted state label of L(s) = {resc1 =
1, resc2 = 3, resc3 = 1}, is Ľ1(s) = {resc1 = 1, resc2 =
3, resc3 = 2}. Here, m = 1, since only a proposition, resc3 =
1 is changed to resc3 = 2.
The set of m-restricted state labels of L(s) is given by Ľm(s).
For a 1-restricted state label and given the possible values
for resource, resc3 are 2,3 and 4, hence Ľ1(s) = {{resc1 =
1, resc2 = 3, resc3 = 2}, {resc1 = 1, resc2 = 3, resc3 =
3}, {resc1 = 1, resc2 = 3, resc3 = 4}}. The number of differ-

ent values resc3 in Ľ1(s) can be assigned is k which is 3. k is
defined as the fan-out number of a m-restricted state label
and k =| Ľm(s) |. The fan-out number represents the prob-
able values for a resource and hence, address imprecision for
a resource after an action.

A r-edge, s
e→ s′ in a E-Kripke is transformed to multiple

transitions in a MDP. Each of the multiple transitions are

of the form, s
e→ š, ∀š ∈ Š. Š is the set of states that are

1-restricted labeled states for the labels of the state, s′ and in-
cludes the state, s′. In Figure 1, the transition in a E-Kripke

system is transformed into four transitions from state s to
the set of states, Š = {s′1, s′2, s′3, s′}. A transition from state,
s to any state in Š form a transition of MDP. The states rep-
resented by in the Figure 1, s′1, s

′
2 and s′3 are m-restricted

state labels of s′ with a fan-out number,4 and m = 1. A
DTMC can be modeled as the four transitions for each fan-
out number representing a probability distribution. If more
than one transitions are assigned different probability dis-
tributions, then it is exclusively MDP where the probability
distributions are selected nondeterministically. A fixed point
algorithm on the number of states of an E-Kripke system,
AutomatedMDP automates the construction of MDP. The
input of the algorithm is the E-Kripke transition system and
number of potential values of device-delay, TimeDelayInt. In
the model, the restricted label is only for the resource, resci
that represents device-delay. In Figure 1, TimeDelayInt =
3, there are four transitions in the MDP for a single transi-
tion in the E-Kripke transition system. The four transitions
represent different possible values of device-delay for an ac-
tion in the model. Each transition in the constructed MDP
is assigned a probability. The probabilities on each transi-
tion represent the probability that a device-delay occurs for
a given action.
The m-restricted labels and the fan-out numbers are used to
abstract the uncertain values of device-delay. The increase in
the number of transitions and states in the model addresses
the potential values of device-delay related to an action.

The algorithm constructs a stochastic model, Mm for ev-
ery action in the edge labeled Kripke structure, Me. The
variable, T imeDelayInt is the number of possible device-
delay time intervals allowed in the model. The fixed point
construction is based on the set of states of Me. Clearly,
S ⊆ Sm. The complexity of the algorithm is O(| S2 |) ∗ (|
E |).

Lemma 3.3. The algorithm terminates after finite number
of steps.

Proof. There are finite number of steps in the algorithm
because there are finite number of states in Me. For each
state, s ∈ S, there are finite number of edges representing
actions. �

Lemma 3.4. There is transition in Me iff there exists a
transition in Mm.

Proof. Assume there is a transition, (s, s′) in Me. The
transition, s, s′ represents an action, e. By construction,
there is atleast a transition representing action, e in Mm

starting from s to a state, š with a probability distribution,
P such that ∀š ∈ Š

∑

š∈Š

P (s, e, š) = 1 where Š is the set of

states that has a transition from s for action, e.

Case a: š = s0.
There are two transitions, an r-edge and ε-edge. The
r-edge represents the change in the resources from
the final state to the initial state. Hence, | š |= 2.

Case b: š 	= s0.
There are TimeDelayInt + 1 transitions for given by
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Algorithm 1 AutomatedMDP

Input: Edge labeled Kripke transition system
Me〈S0, S,R, Ls, Le〉, TimeDelayInt is the number of
possible time values.

Output: MDP, Mm〈S0, Sm,A, P, L〉
S0 = {s0}, S′ = {s0}, Ŝ = {s0}, Sm = ∅;
while (Ŝ 	= S) do

Ŝ = S
for each s ∈ Ŝ do

for each action, e ∈ E starting from s, s
e→ s′ do

if s′ = s0 then
Š = {s0, s}. {If the final state is the initial state,
then there are two edges, one ε edge and the
other, a r-edge}

else
Š = {š : ∀š, L(š) ∈ L(s′) where L(s′) = Ľ(s′) ∪
L(s′)}.

end if
Construct a r-edge, s → š where š ∈ Š.
Construct an ε-edge, s → s.
St = Š ∪ s,∃P where P is a probability distribu-
tion such that ∀st ∈ St

∑

s′t∈St

P (st, e, s
′
t) = 1, | Š |=

TimeDelayInt + 1. {Š is the set of states that form
the MDP from s}
S′ = {s′ : s → s′}

end for
end for
Sm = Sm ∪ Š {Set of States in Mm}
S = S ∪ S′

end while
S∞ = Ŝ

TimeDelayInt r-edges and an ε edge. Hence, | š | =
TimeDelayInt + 1.

Conversely, pick any state, š ∈ Sm \ S0 in Mm.

Case a: š = s0.
For an action, e find s such that s → š and there
exists a probability distribution, P such that ∀š, s →
š,

∑

š∈Š

P (s, e, š) = 1, Š is the set of states from s for a

given action, e. For the action, e starting from state
s , then there exists a state s′ ∈ Š such that s → s′.
Hence, (s, s′) is a transition in Me for action e.
Similar reasoning is given for any transition with
action, ε.

Case b: š 	= s0.
Similar reasoning given for case a.

�

4 CASE STUDY: A VENDING
MACHINE

Cerone et al [5] used a chocolate machine as a case study of
their model. The vending machine contains different objects
such as candies and food for selection. The quantities for the

objects can be selected by the user. The vending machine
operates when money (currency) is inserted and dispenses
the objects from the vending machine that was selected by
the user. In our formalism, we do not allow the quantities of
the objects to be selected rather provide a mechanism that
any object is selected. Here money (currency), objects and
device-delay are internal resources. The time taken by user
to perfom interaction after a completion of a subgoal and
the beginning of the next subgoal, user-time is an external
resource. The set of actions that changes the values of re-
sources are vending machine are accept currency, select quan-
tities (of objects in the vending machine), dispense change
and dispense resource (selection from the vending machine).
We state the difference in the value of the resources that
change with any of the following action. In our model, there
are three types of internal resources for the vending machine.
The resources are (i) currency (money) (ii) objects (to be
selected) and (iii) device-delay. Here, objects are tangible re-
sources other than currency to be selected from the vending
machine. The actions that are modeled to accomplish the
goal of a user are given by:

(1) Accept Currency: changes the quantity of the cur-
rency in the vending machine. Currency is added to
the device and the quantity of currency is increased
from the initial state of zero.

(2) Select Quantities is an action which represents the
selection of the objects.

(3) Dispense Change: is the action when the change in
the form of currency is given back to the user. This
action reduces the currency in the device.

(4) Dispense Resource: is the action that constructs
when there is decrease in the number of objects in
the vending machine with the dispense of a object
to a lower level than previous level.

(5) Begin: is the action when the vending machine re-
turns to the initial state after the dispense of the
objects before the another user can start interacting
with the system. It is the state where the out-edge
is labeled as Accept Currency

Device-delay occurs in each of the four aforementioned ac-
tions. Each action takes a time interval for completion. The
construction of the state machine starts from the initial state,
so representing an initial value of currency and objects in
the vending machine. The state machine uses high value of
currency and low value of objects to represent increase and
descrease of currency and objects, respectively. A transition,
(s, s′) is constructed with the action Accept Currency where
the currency on the state, s′ is increased to a high value.
The next transition is constructed with the representation
of the change of device-delay for the action Select Quanti-
ties. We assume there are adequate quantites of objects to
be selected and the amount of currency entered is adeuquate
for the purchase. With the action Dispense Change, there is
a change in value of currency in the machine. Once the user
takes the change, the objects are dispensed and the value of
the objects in the machine becomes low − value. Dispense
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Resource is the action that shows the value(number) of the
objects decrease with the user receiving the objects. The
action, Begin creates a transition back to the initial state
for the next usage of the machine and there is change of the
objects back to the initial state. The ε-edge (self loop) on
each state represents the external resources such as the user
leaving without the completion of his goals.

Figure 2: A finite state machine representing user-
device interaction in a vending machine

The objective of the simulation of the formalism is to get
an estimate of the computational feasibility of the model and
how the formalism scales in deterministic model as in DTMC
and non deterministic model represented by MDP. The in-
crease in the size of the problem is represented by increasing
the fan − out number of a propositions. The number of
resources are represented symbolically. In the model, only
one proposition changes its values, hence it is 1-restricted
state label. The implementation of the resource based model
was constructed using PRISM (www.prismmodelcheker.com)
[12] on a Sun machine with processor of 502 Mhz with 1152
Mb memory. The sample PCTL queries were posed on the
DTMC and MDP and the times for execution were recorded.
The currency is user input that is the amount of money that
is entered in the vending machine. The objects or commodi-
ties are in the vending machine that is sought by the used.
In the model, there are two boolean variables for currency,
curr and high − currency. The objects and low − objects
represents the internal tangible resources. In the model,
we assume there are adequate objects for the user to select
from the vending machine. The initial state contains three
boolean variables, curr, object and init − time to be true.
The init− time represents the start time for the interaction
of the user and the vending machine. The high− currency
boolean value occurs in the model for the action, Accept Cur-
rency. The curr is true when high− currency is false with
the action, Dispense Change. Simlarly, the object is true ini-
tially and then it becomes false when the low−object is true
with the action, Dispense Resource. For completion of each
action, there are n boolean values representing device−delay.
Hence, each action from a state has n+ 1 transitions repre-
senting n boolean values for time and one self loop. In the

DTMC model, there is a distribution on the transitions from
a state. In our simulation of DTMC, we assume the prob-
abilities on the transitions are equally likely for a specific
device-delay time and hence, the probability on each transi-
tion is 1

p
where p is the number of transitions coming out of

a state. The assumption of equally likely is drastic simplica-
tion to reality but it is a way to incorporate potential values
of device-delay. We use the assumption equally likely events
because the objective of the simulation is to evalute the com-
putational feasibility of the model. The MDP model incor-
porates nondeterminism and the self loop on the beginning
state of the action has a probability distribution different
than for other transitions. The size of the simulation model
is increased with the increase of number of boolean values for
device−delay. For example, if there are five boolean values
representing device − delay, it implies that an action com-
pletes itself after one of five boolean variables representing
device−delay. A device−delay that takes values t1, t2, t3, t4
and t5 seconds meaning each action can complete in any of
the times. Therefore, there are 5 transitions to different
states from the beginning state of the action. The fan-out
number for device−delay are 5, 10, 15 and 20. The following
PCTL queries were posed on the model:

Query 1. Compute the maximum probability to reach
a state where currency is at high level. The PCTL
translation for the query is Pmax? = [true U (high−
currency = true)].

Query 2. Compute the probability that either ”curr
= false ” or ”object = false” at some point. The
PCTL formula for the query is P =?[F(currency =
false)|(object = false)].

Query 3. The probability that high-currency is true is
less than 0.1. The PCTL formula, P<0.1[F(high −
currency = true)].

Query 4. From an initial state, the probability that
low-object is true before object is true is greater than
equal to 0.99. PCTL formula, ”init” => P≥0.99[(low−
object = true) U (object = true)]

Query 5.The probability that low-object = true is within
3 steps from initial time, init−time = true is atleast
0.98. The PCTL formula, P≤0.98[(init − time =
true) U<=3(low − object = true)].

The results in the Table 1 elucidate that the formalism is
computational feasible for the prototype with larger prob-
lem sizes. All of the models required less than two minutes
for model construction and model checking. Clearly, the
times for DTMC model construction for different sizes of the
model was significantly efficient than MDP model construc-
tion. The nondeterminism in the MDP models made com-
putationally intensive in comparison to the DTMC models.
Additionally, some of the interesting user design properties
can be expressed in PCTL queries:

(1) Completion of the goal of the user: The PCTL query,
”init” => P≥1[F(init − time = true)] represents if
an interaction has started, then the probability of
reaching or culmination is greater 0.99. The query
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Query DTMC MDP
Fan-out numbers
5 10 15 20 5 10 15 20

1. 0.284 1.067 3.75 30.747 0.967 6.72 30.652 104.738

2. 0.67 1.15 3.704 30.654 0.982 6.743 30.684 104.9

3. 0.254 1.147 3.701 30.308 0.969 6.858 30.393 106.314

4. 0.276 1.14 3.618 30.687 0.967 6.664 30.61 104.2

5. 0.246 1.139 3.596 29.646 0.984 6.757 30.597 103.813

Table 1: Execution times(in seconds) for PCTL queries on DTMC and MDP models.

checks if the initial state represented by init− time
can be reached after the actions.

(2) Ordering of the actions by the user : The formula
P≥1[(low−currency = true)U(low−object = true)]
represent the change is dispensed first before the
object from the vending machine. The value of cur-
rency is low before the value of object is low.

Query (1) is useful for the system designers to evaluate
whether the goal(s) can be accomplished by the user. If
the probability is low, then the system is potentially faulty
and would need to be redesigned. Query (2) evaluates se-
quence of actions by the user to accomplish the goal(s). The
query evaluates whether the end of a action or a sequence
of actions, accomplishes a goal. For example, if the change
is dispensed later than the retrieval of the object, there is
potential that the user may not take the change because the
goal of the user interaction was to retrieve the object from
the vending machine. The query provides insights of the
sequence of actions by the user to minimize error.

5 CONCLUSION AND FUTURE WORK

In this work, a formal framework model to study device-delay
errors during user-device interaction in an interactive system
such as vending machine has been proposed. The computa-
tional feasibility (scalability) of the formalism is evaluated on
different problem sizes represented by introducing the num-
ber of possible device-delay values. The stochastic modeling
is a way to incorporate uncertainty. The probabilities on the
transitions is an important feature in modeling interactive
systems because computation of probability of certain events
cannot provide enough information for user interface design-
ers to correct devic-delay errors. Particularly, this analysis
would be invaluable even when there is small chance of error
that can potentially lead to a catastrophe. We seek also to
propose a way where the probabilities are better estimated
on the transitions of the model using bayesian models. In
future, a rigorous evaluation of the resource based formal-
ism on an interactive system such as infusion pump will be
performed.
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