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Abstract. Every year, graduates from the department of information technology are 

produced. There are not as many graduates as there are new students each year. This is as 

a result of the high rate of late graduations. The Department of Information Technology 

has a problem with this. Making an intelligent system is the answer to these issues. 

Intelligent system to estimate students' graduation times. Data from past years' graduations 

of students was gathered and trained. Utilizing regression to train on training data. The two 

types of regression are compared in this article: Ridge and Lasso. The prediction model's 

outputs had an accuracy of 92.22% and an MSE of 0.084, which is the best possible result. 

Ridge Regression, which produces the best prediction model, was used. Using its 

coefficients, Lasso Regression can identify the factors that have the greatest impact on the 

desired value. 
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1 Introduction 

There are three study options available at the information technology department. That is, two 

study programs are Diploma three, whereas one is Diploma four. Students majoring in 

information technology graduate or graduate each year, and the number of students graduating 

is increasing year after year. The number of graduates, however, is not proportional to the 

number of incoming students. This is due to students graduating before completing their 

specified study period. A three-year diploma program should be finished in three years, and a 

four-year diploma program should be completed in four years. This is an issue that program 

management is concerned about. The growing number of students who do not graduate on time 

will have an influence on the study program's accreditation review. Of course, this will have an 

impact on the institutional level as well [1][2]. 

A solution to the above challenge must be found in the form of a system that can estimate the 

duration of students' study. The trend of Machine Learning in fixing the problem outlined above 

is undeniable. Past graduation data can be handled in such a way that program management can 

estimate the length of their students' studies. As a result, program managers can take preventive 

measures as soon as feasible if they detect forecasts of students surpassing the study duration. 
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Prediction cases are solved using a variety of ways. This article, on the other hand, employs the 

Regression method. Lasso regression was employed in the study by Mohammad Robbani and 

his team to identify the factors affecting Indonesian inflation. This study was able to choose 

8 independent variables and decrease them to 6 independent variables by using Lasso regression 

[3]. The research conducted by Rahmi Susanti used Ridge regression to determine the variables 

that influence the fertility of fertile women in East Kalimantan, detect multicollinearity, and 

create a model using the MKT method and Ridge regression method. The VIF (Variance 

Inflation Factor) values and standard errors from the Ridge regression method are smaller than 

those of the MKT method, indicating that the Ridge regression method is superior to the MKT 

method [4]. 

The research conducted by Ahmad Maulana Malik Fattah and his colleagues aimed to predict 

car purchase prices using linear regression, ridge regression, lasso regression, random forest 

regressor, elastic- net, and support vector regressor (SVR) modeling. The research yielded the 

best-performing model, which was the lasso regression. The evaluation results using the R-

squared (R2) test showed a value of 0.99958[5]. These two approaches' prediction models will 

be examined first before being used to a website-based system. 

2 Research Method 

All graduates from the information technology departments between 2017 and 2022 make up 

the population for this study, which includes 824 people. All current Information Technology 

department students enrolled in the Diploma Three program make up the sample for this study. 

For this study, the department of information technology itself has compiled secondary data 

from the graduation records of students from 2017 to 2022. Lasso and Ridge regression are the 

data analysis techniques used in this study. The Cross Industry Standard Process for Data Mining 

(CRISP-DM) technique is used as the methodology for this study. 

3 Result and Discussion 

3.1    Ridge Regression 

Ridge Regression is certain technique developed to stabilize the value of regression coefficient 

[6] [7]. Its equation (1) is 

 

Σ𝑛 𝑖=1 (𝑦𝑖−𝛽0− Σ 𝑝 𝑗=1𝑥𝑖𝑗𝛽𝑗)2+ 𝜆Σ𝑝 𝑗=1𝛽𝑗
2 

(1) 

 

Where 𝜆 ≥ 0 is the depreciation parameters and Σ𝛽𝑝𝑗=1𝛽2𝑗 is the depreciation penalty. If 𝜆=0, 

then the depreciation penalty does not give any influence. But, if λ → ∞ then it will impact the 

depreciation penalty to be bigger and the estimation coefficient gets closer to zero. The optimal 

depreciation parameter (λ) is determined by cross validation method. 



3.2   Lasso Regression 

Lasso regression method is one depreciation method of some coefficients from independent 

variable and the coefficient will approach even determined to be zero [3] [8] for the independent 

variable which does not influence the dependent variable. Until with this method the 

unnecessary variable will be selected and it causes the usage of this lasso regression method 

tobe better compared to the ridge regression[3] [9]. Its equation (2) is 

 

Σ𝑛 𝑖=1 (𝑦𝑖−𝛽0− Σ 𝑝 𝑗=1𝑥𝑖𝑗𝛽𝑗)2+ 𝜆Σ𝑝 𝑗=1 |𝛽𝑗| (2) 

 

With explanation, where 𝑦𝑖 states as the dependent variable of the-ith observation, 𝛽ˆ0 is the 

constant, 𝛽ˆj is the coefficient from the ith independent variable, 𝑥ij is the independent variable, 

𝑁 states the amount of observation and 𝑝 is the am count of independent variable in certain model 

[10]. 

3.3   Cross Industry Standard Process for Data Mining (CRISP-DM) 

The Cross Industry Standard Process for Data Mining (CRISP-DM) method, which seeks to 

assess problem-solving approaches from research or business, was utilized to create this final 

project. The stages of the CRISP-DM methodology are as follows: 

Business Understanding 

The purpose of this study is to forecast the length of graduation for students majoring in 

information technology. Furthermore, understanding what factors influence the length of student 

graduation. 

3.4   Data Understanding 

Secondary data, notably graduation data from the Information Technology department, was used 

in this study. The graduation data was gathered from students who graduated between 2017and 

2021. This dataset has 824 rows and 12 columns. The 12 columns are as follows: No, gender, 

address, GPA (Grade Point Average), Program of Study, GPA for semester 1, GPA for semester 

2, GPA for semester 3, GPA for semester 4, GPA for semester 5, GPA for semester 6, and the 

term of study. 

3.5   Data Preparation 

At this stage, we prepare the data used in the next phase. Of the 12 columns in the dataset, 11 

columns are determined with 1 dependent variable. The dependent variable is length of study. 

Initially the dependent variable had a categorical value, while solving this problem was using a 

regression approach. Therefore, the dependent variable needs to be transformed into a 

continuous numerical value. Table 1 is an illustration of the transformation of study length 

values. 

Table 1. Transformation of study length column values 

Duration of Study After Transformation 

3 year 0 month 3,00 



3 year 1 month 3,08 

3 year 2 month 3,17 

3 year 4 month 3,33 

3 year 5 month 3,42 

3 year 6 month 3,50 

3 year 7 month 3,58 

3 year 8 month 3,69 

3 year 9 month 3,75 

3 year 10 month 3,83 

3 year 11 month 3,92 

4 year 0 month 4,00 
4 year 7 month 4,58 

5 year 0 month 5,00 

 

For the year grade, the length of study is fixed. While the month's value is calculated using the 

formula (3). 

 

Month value = number of month in study duration X 100

 (3) 

12 

 

 3.6   Modeling 

Two methods were used in the model creation stage to predict students' study duration: the Ridge 

Regression method and the Lasso Regression method. The simulation uses different amounts of 

data. Distribution of testing and training data in an 80:20 ratio. Eight experiments with various 

conditions were carried out in this study. The experiment findings are shown in Table 2. 

 
Table 2. Modeling Result 

 
No Model Total Missing Number Best Model 

  Data Value of of accuracy 

    Independent 

Variable 

Alpha 

value 

 

 

       

1. Ridge Regression 566 no 10 0,99 91,95% 

2. Lasso Regression 566 no 10 0,0 90,87% 

3. Ridge Regression 566 no 7 0,99 92,22% 

 with lasso      

 selection feature      

4. Lasso Regression 566 no 7 0,0 92,14% 

 with lasso      

 selection feature      

5. Ridge Regression 824 yes 10 0,99 87,18% 



6. Lasso Regression 824 yes 10 0,0 88,14% 

7. Ridge Regression 824 yes 9 0,99 88,17% 

 with lasso      

 selection feature      

8. Lasso Regression 

with lasso 
824 yes 9 0,0 88,14% 

 selection feature      

 

 

 
The best model is obtained based on the description of the test results in table 2, which is the 

ridge regression model with the lasso regression selection feature. This model has the highest 

accuracy (92.22%).  

3.7   Evaluation 

The Mean Square Error (MSE) was used to analyze both models. Where a low MSE value 

indicates a good model. Table 3 shows the results of model evaluation using MSE. 

 
 Table 3. MSE Result  

No Model MSE Value 

1. Ridge Regression (566 data) 0,087 

2. Lasso Regression (566 data) 0,100 

3. Ridge Regression with lasso selection feature (566 data) 0,084 

4. Lasso Regression with lasso selection feature (566 data) 0,084 

5. Ridge Regression (824 data) 0,133 

6. Lasso Regression (824 data) 0,133 

7. Ridge Regression with lasso selection feature (824 data) 0,133 

8. Lasso Regression with lasso selection feature (824 data) 0,133 

 

MSE was used to analyze the model that had been created. The model with the lowest MSE 

value is the best. The model with the lowest MSE value in Table 3 was model number 7-8, 

which was Ridge Regression with lasso selection feature model and Lasso Regression with lasso 

selection feature model with MSE value 0,084, indicating that this model performed well. 

3.8   Deployment 

For integration into the web-based system, the model with the lowest MSE (Mean Squared 

Error) value was chosen. The model was integrated into the web-based system utilizing the 

Stream lit framework and the Python programming language. Figure 1 is an illustration of the 

system.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Deployment 

 

4 Conclusion 

The results of this study indicate that the Lasso regression model is capable of determining the 

most influential features on the prediction outcome. There are seven features that significantly 

affect the graduation duration of students, namely: gender, GPA for semester 1, GPA for 

semester 2, GPA for semester 3, GPA for semester 4, GPA for semester 5, and overall GPA . 

On the other hand, the Ridge regression model exhibits better accuracy than the Lasso 

regression. The accuracy of the Ridge regression model, with the application of Lasso feature 

selection, is 92.22%, with an MSE of 0.084. 

The accuracy results obtained are already quite good. A suggestion for further research is to 

analyze this model for overfitting issues. Because high accuracy does not guarantee that this 

prediction system is reliable under all data conditions. 
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