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Abstract. The health and production of fish in fish farms are greatly influenced by the 

water quality. This study examines three Machine Learning(ML) methods for categorizing 

fish pond water quality: Random Forest(RF), Gaussian Naive Bayes(GNB), and Decision 

Tree(DT). Accuracy, precision, recall, and the F1-Score as a performance indicator are 

taken into account while evaluating the model. The evaluation findings reveal that RF and 

GNB outperform DT in every evaluation criteria. GNB, with a rating of 0.958932, had the 

highest accuracy, followed by RF, with a value of 0.955822, and DT, with a value of 

0.932269. The consistent performance of GNB and RF in precision, recall, and F1-Score 

underscores their superiority. 
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1. Introduction 

Monitoring fish pond water quality is crucial for maintaining aquatic resources and controlling 

fisheries cultivation, since it promotes fish health and production. Poor water quality can have 

serious impacts on fish health and production efficiency [1]. This is a potential attraction for 

research, for example in terms of IoT technology, as carried out by [2] [3] [4]. Because poor 

water quality can be one of the causes of death in fish [5] conducted research aimed at reducing 

fish loss in Indonesian mariculture by using ML models to predict mass deaths. The results show 

that this model is effective with an average accuracy of 0.699 and can reduce fish losses by up 

to 59.7%. rana 

Another study conducted by [6] investigated the use of ML techniques in predicting fish pond 

water quality with a focus on limited measurement scenarios. The results show that random 

forest is effective in predicting water parameters with just two daily measurements, and can be 

implemented via smartphone for fish farmers. Research conducted  by [7] used various ML 

methods, including neural networks, support vector machine, k-nearest neighbors, logistic 

regression, GNB, DT, RF, and AdaBoost, to classify ponds with high and low harvest 

performance based on water quality variables. The results showed that dissolved oxygen, 

salinity, and temperature had the greatest influence on crop yield, with late-season changes in 

dissolved oxygen and salinity and post-stocking temperature variations being the main factors 
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in differentiating ponds with high and low yields. Research conducted by [8] built an 

architecture and model for an IoT system that uses deep learning and the Long-Short Term 

Memory (LSTM) algorithm to forecast water quality. 

The use of ML in water quality monitoring has created new potential in the contemporary 

information technology era. Several ML approaches include Random Forest as used by [9] to 

develop predictions of the risk of fish death the next day based on water quality data and daily 

records of fish mortality in mariculture areas in Gondol, Bali, Indonesia. The research results 

showed that the best prediction accuracy was obtained using 3-day moving average data from 

water quality attributes, with an average accuracy of 74.92%. Feature analysis revealed that sea 

water temperature, salinity, and turbidity were important factors in predicting fish mortality in 

the area. Another ML approach is GNB as used by [10] to predict potential milkfish harvests 

based on pond environmental conditions. The results show an accuracy rate of 94.44%, close to 

100%. This method attempts to address the issue of inconsistencies between anticipated and 

actual production outcomes by taking into account a variety of variables, including as the 

quantity of seeds, pond size, and water quality parameters like pH and temperature. Another 

ML technique is DT, as demonstrated by [11] utilizing the Decision Tree Regression(DTR) 

algorithm to create a reliable aquarium control system. 

This article explains and contrasts three machine learning (ML) methods for categorizing fish 

pond water quality, namely RF, GNB, and DT. 

2 Research Methods 

This study applies the ML approach to classify water quality in fish ponds (as a sample of 

tilapia). The focus of the research is to compare the effectiveness of the three methods used, 

namely RF, GNB, and DT. To determine the best approach for categorizing water quality 

measures, such as dissolved oxygen, temperature, and pH, in the context of fish farming, each 

method was tested in this study.  

Finding variables is the first step in the research process. Next, data collection and labeling are 

done to create a dataset. Start the data preparation stage using the dataset you acquired. Training 

data and testing data will be created from the outcomes of the preprocessing. Figure 1 illustrates 

the phases of the investigation. 

 



 

 

Fig. 1. A flowchart for a research approach. 

1.1. Identify Variables 

The following variables are used to assess the water quality in fish ponds: temperature (°C), 

dissolved oxygen (mg/L), pH, brightness (cm), and ammonia (mg/L). As a reference standard 

refers to the Indonesian National Standard for the production of black tilapia (Oreochromis 

niloticus Bleeker) seeds with SNI number 7550:2009 [12] as shown in Table 1. 

Table 1. Requirements for water quality 

No. Parameter Unit Range 

1 Temperature 0C 25 – 32 

2 pH - 6,5 – 8,5 

3 Dissolved-oxygen mg/l >= 3 

4 Ammonia (NH3) mg/l < 0,02 

5 Brightness cm 30 - 40 

 

1.2. Data Collection 

Data collection for fish pond water quality used was 82.200 records with parameters such as 

temperature, pH, dissolved-oxygen, brightness, and ammonia. Figure 2 depicts how the data are 

distributed. 



 

 

Fig. 2. Collections of data are distributed. 

1.3. Data Labelling 

 

From the data that has been collected, data labelling is carried out for classification of water 

quality whether normal or harmful, then becomes an original dataset. The results of the labelling 

data are 72.100 data in the normal water quality category, and 10.100 data in the harmful quality 

category, as shown in Figure 3. 

 
Fig. 3. Classification of water quality as a result of labeling data. 

 

1.4. Data Preprocessing 

Preprocessing of data is very important in ensuring the validity of data analysis. This stage is a 

crucial foundation in the development of operational data analysis, considering the complexity 

inherent in operational design as well as potential deficiencies in the quality of the data used 

[13]. In order to meet the requirements of the ML method to be used, data preparation entails a 

number of processes for cleaning, data balancing, labeling encoding, and data separation. Figure 

4 illustrates the phases of data preparation that were completed. 



 

 
 

Fig. 4. Phases of data preparation 
 

At the data preprocessing stage, the first step that must be taken is to clean the data from infinite 

values, zeros, and values that are considered abnormal. The results of data cleaning were 70.767 

normal records and 9.917 harmful records. After cleaning the data, continue with data balancing. 

The results obtained were 14.153 normal records, and 9.917 harmful records. The graph in 

Figure 5 shows the outcomes of balancing the data. 

 
Fig. 5. Distribution of balancing data results 

 

After balancing the data, proceed with labeling the data, where normal is labeled 1, while 

harmful is labeled 0. Data that has been labeled is followed by split data for test and train as the 

final stage of data preprocessing. For model training needs, the data is divided into two parts, 

namely training data of 19,545 records and test data of 4,887 records. 

3 Result and Discussion 

 
3.1 Training Model 

The model training stage in ML is carried out to teach models such as RF, GNB, and DT to be 

able to recognize different water quality patterns in fish ponds. RF is a machine learning strategy 

that increases prediction accuracy by randomly constructing several decision trees. The training 



 

dataset is sampled at random, and random characteristics are chosen while creating each tree. 

The findings of all decision trees are combined to provide the final forecast result. This approach 

reduces overfitting and produces more accurate and stable predictions [14]. GNB is a Bayes 

Theory-based categorization method. [15] and characterized by the assumption of "naive," in 

which all variables are considered conditionally independent. This algorithm's primary benefit 

is its capacity to learn parameters individually, making it a simple and efficient choice to use 

[15] [16]. DT is a supervised learning model that divides the variable area into two for each 

branch and categorizes data based on certain criteria. [17]. This algorithm works by dividing the 

initial dataset into smaller subsets recursively, based on certain tests carried out on each node in 

the DT [18].  

Pre-processed water quality data is used as input, and known variables are used as targets or 

classification labels. The models process training data, learn from the relationship between input 

and target variables, and then generate rules or decisions to classify water quality. This 

procedure entails adjusting model performance-enhancing parameters, such as the Random 

Forest's tree density, as well as choosing evaluation metrics, such as accuracy, precision, recall, 

and F1-score, to gauge output and compare the three models' classification of fish pond water 

quality. Following are the equations for accuracy, precision, recall, and f1-score [19] [20]: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
       (1) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (2) 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
         (3) 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
        (4) 

where FP stands for false positive, TP for true positive, TN for true negative, and FN for false 

negative. 

Table 2 displays the outcomes of training data using a DT. 

Table 2. The results of the DT training data 

Iteration Accuracy Precision Recall F1-Score 

1 0.932679 0.932705 0.932679 0.932691 

2 0.939022 0.939094 0.939022 0.939052 

3 0.937385 0.937477 0.937385 0.937421 

4 0.932474 0.932519 0.932474 0.932494 

5 0.934725 0.934866 0.934725 0.934778 

6 0.926335 0.926578 0.926335 0.926421 

7 0.933702 0.933736 0.933702 0.933717 

8 0.926540 0.926510 0.926540 0.926523 

9 0.930428 0.930357 0.930428 0.930377 

10 0.929405 0.929356 0.929405 0.929374 

 

Table 3 displays the outcomes of training data using RF. 

 



 

Table 3. Results of RF training data 

Iteration Accuracy Precision Recall F1-Score 

1 0.954983 0.955081 0.954983 0.954872 

2 0.956415 0.956426 0.956415 0.956320 

3 0.956210 0.956188 0.956210 0.956157 

4 0.960098 0.960082 0.960098 0.960050 

5 0.958870 0.958933 0.958870 0.958775 

6 0.955187 0.955149 0.955187 0.955133 

7 0.956210 0.956264 0.956210 0.956106 

8 0.953550 0.953699 0.953550 0.953440 

9 0.953959 0.954122 0.953959 0.953832 

10 0.952732 0.952874 0.952732 0.952618 

 

Table 4 displays the outcomes of training data using Gaussian Naive Bayes. 

 

Table 4 shows the GNB training data results. 

Iteration Accuracy Precision Recall F1-Score 

1 0.958666 0.958723 0.958666 0.958582 

2 0.959484 0.959476 0.959484 0.959413 

3 0.958257 0.958323 0.958257 0.958169 

4 0.961940 0.961947 0.961940 0.961883 

5 0.960507 0.960578 0.960507 0.960416 

6 0.959894 0.959864 0.959894 0.959851 

7 0.961121 0.961167 0.961121 0.961039 

8 0.956620 0.956734 0.956620 0.956528 

9 0.959894 0.959995 0.959894 0.959804 

10 0.952936 0.953044 0.952936 0.952832 

 

3.2 Evaluate Model 

The findings of the performance assessment of the three ML algorithms used in this study are 

shown in Table 5: RF, GNB, and DT. Table 5 provides information on the classification of each 

algorithm's F1-Score, recall, accuracy, and precision.  

Table 5. Evaluate Model Results 

Model Accuracy Precision Recall F1-Score 

Decision Tree 0.932269 0.932320 0.932269 0.932285 

Random Forest 0.955822 0.955882 0.955822 0.955730 

Gaussian Naive Bayes 0.958932 0.958985 0.958932 0.958852 

From the results of the model evaluation of the three algorithms listed in Table 5, several 

findings can be identified. First, the DT shows strong performance in the testing phase, with 

accuracy, precision, recall, and F1 Score values of 0.932269, 0.932320, 0.932269, and 

0.932285, respectively. Second, RF and GNB show almost the same results in all measured 

parameters, including accuracy, precision, recall, and F1 Score. For RF the accuracy value is 

0.955822, precision 0.955882, recall 0.955822, and F1-Score 0.955730. In contrast, GNB has 

an accuracy value of 0.958932, precision 0.958985, recall 0.958932, and F1-Score 0.958852. 



 

This shows that RF and GNB are better able to recognize fish pond water quality patterns than 

DT. Second, GNB has higher accuracy and other metric values than RF. This shows that the 

GNB algorithm has the ability to classify more precisely and consistently. However, the 

difference in performance between the two algorithms is not very significant. Third, the 

evaluation results show that all algorithms have similar precision, recall and F1-Score values. 

This shows that they can properly recognize differences in water quality in ponds. 

 

4 Conclusion 

 
This study compares the effectiveness of three machine learning (ML) algorithms for 

categorizing fish pond water quality: DT, RF, and GNB. The evaluation results show that RF 

and GNB have better performance than DT in terms of accuracy, precision, recall and F1-Score. 

GNB has the highest accuracy of 0.958932 which shows better ability in predicting fish pond 

water quality, while RF has similar performance with almost comparable accuracy of 0.955822. 

A further experiment is  to consider the use of various other ML algorithms to identify the most 

suitable algorithm for the task of classifying water quality in fish ponds. In addition, it is 

recommended to expand the dataset by adding more samples and features that include 

information on weather, seasons and other factors that have the potential to influence fish pond 

water quality, with the aim of increasing the level of reliability and validity of research results. 
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