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Abstract. The main process in the formation of Decision Tree C4.5 is the separation of
attributes. However, the attribute separation procedure in C4.5 still cannot optimize
prediction accuracy in decision tree formation because unwanted features can lead to noisy
data and less relevant features, which in turn can result in very large decision tree sizes
(overfitting). As a result, the data becomes unbalanced and the classification accuracy of
the Decision Tree C4.5 model becomes lower. To improve the accuracy of the
classification process, attribute reduction is performed as a technique to simplify less
relevant attributes. Therefore, forward selection is proposed as an attribute reduction
method to produce mutually uncorrelated features, which are then used in Decision Tree
C4.5 for classification. This study used datasets from the UCI Machine Learning
Repository and Kaggle.com namely Diabetic Retinopathy Debrecen and South German
Credit. Debrecen's Diabetic Retinopathy consists of 1,151 data records with 20 attributes,
while South German Credit consists of 1000 data records with 20 attributes. Evaluation of
classification performance is carried out based on the calculation of the Confusion Matrix.
The test results showed that the proposed method was able to increase classification
accuracy by 7.68%. Therefore, forward selection is considered an effective technique in
reducing attributes and improving classification accuracy in Decision Tree C4.5
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1 Introduction

Decision trees are one of the most popular machine learning algorithms, dividing data
repeatedly to form classes or groups [1]. Decision tree as a classification method is very
effective [2], where classification tasks are modeling with a set of hierarchical decisions on
feature variables in the form of a tree [3]. Classification algorithms in the decision tree include
ID3, C4.5, and CART [4]. The research in this paper uses a C4.5 decision tree. In C4.5 the
decision tree uses the concept of entropy of classification information, using the separation
criterion Improved Iterative Dichotomi 3 (ID3) called Gain Ratio [5]. In the research of
Hasdyna, et al [6] used Gain Ratio in reducing attributes to improve the performance of the
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K-Nearest Neighbor (KNN) algorithm. In the C4.5 method using Gain Ratio (GR), where the
attribute with the highest gain is chosen as root.

The decision tree classification method can go wrong if it is overfitting or the data is too
noisy. Unnecessary nodes generate noisy data and attributes with low correlation. This leads
to overfitting in the decision tree. Overfitting makes the classifier decrease in accuracy due
to failure to properly generalize unseen instances [7]. For this, it is necessary to pruning [2].
Pruning is the process of cutting or removing unwanted nodes and branches, overfitting the
decision tree [8].

There is research to eliminate variables (attributes) irrelevant to partial least squares regression
models using forward selection [9]. Selection of attribute variables to produce a simple, robust
and easily interpretable model against the selected data set. On a study [10], Selection or
selection of attributes applied to the classification of heart disease. The researcher used K-
Nearest Neighbor and the Forward Selection attribute selection method, resulting in a precision
value of 78.66%. Research results by [10] obtained an increase compared to the precision value
without Forward Selection of 73.44%. With the results of this study, the K-Nearest Neighbor
algorithm using Forward Selection can increase the accuracy value.

The method for attribute reduction Forward Selection is a stepwise regression method that starts
by adding variables one by one based on which variables are most statistically relevant and
which will eliminate extraneous or irrelevant variables one by one statistically [11]. Each
process considers statistical consequences using criteria determined from the standard
estimation of coefficients. Previously, the data normalization process was carried out using the
min-max method to avoid large value weights that could complicate the computational process
in the test program. Min-Max normalization is the simplest method based on rescaling the range
of feature values to a scale of [0,1] or [-1,1] [12].

2 Research Methods

2.1 Stages of Research

The following contains the stages of research (Figure 1) along with their explanations.

Start Input Normalization Stratified Forward
Dataset Dataset Sampling Selection
n Analysis of Accuracy OlVJtVPU‘A Decision Cross
with Confusion Matrix Classification Tree C4.5 Validation

Fig. 1. Stages of research conducted by researchers.




Dataset

The data used in this study consisted of two (2) datasets. The first dataset was Debrecen's
Diabetic Retinopathy (http://archive.ics.uci.edu/ml). This data is predictive data for medical
testing tested on patients suspected of being affected by Diabetic Retinopathy. The number
of attributes is 20 attributes, with the number of data records is 1151 records and consists
of 2 attribute classes. The second dataset used is the dataset obtained from Kaggle.com,
namely South Germany Credit which is a credit application dataset. The number of data
records in the data set is 1000 data records with the number of data attributes, namely 20
attributes and 1 output attribute with 2 attribute classes. The following data on Cervical Cancer
and South German Credit used are listed in Table 1.

Table 1. Dataset used

Dataset Dataset Type =~ Number of Attributes Number of Data Records
Diabetic Retinopathy Debren Multivariate 20 1.151
South German Credit Multivariate 20 1.000

Data Normalization

Data normalization aims to remove any more invalid data before proceeding to the next step
[13]. Normalize data using the Min-Max method with the following formula [14]:

(Data—Min)«x(NewMax—NewMin)
(Max—Min)

+ NewMin @)

Decision Tree C4.5

Decision Tree C4.5 to form a decision tree which is a very powerful classification and
prediction method [15]. The decision tree method transforms very large facts into decision
trees that represent rules that can be easily understood. The stages in Decision Tree C4.5,
namely [16]:

a. Calculates the Entropy value of each attribute:
Entropy (S) = Xi-; —pi * log,pi 2
b. Calculate the value of Information Gain on each attribute:

InfoGain (S, A) = Entropy (S) — ¥, 2t

i=1 S|

X Entropy(S;) 3)

c. Calculate the Split Information value for each attribute:

Splitinfo,(D) = =YV o)l X log, (ﬁ) @)

j=1p| D

d. Calculates the Gain Ratio value for each attribute:

InfoGain (A)

GainRatio (A) = Splitinfo (2)

©)

e. The attribute has the highest Gain Ratio selected to be a measure (splitting attribute) and
attribute that has a Gain Ratio value that is lower than root (root) selected to branch,



f. Calculate the value of Gain Ratio each attribute with exclude attribute selected to be
root in previous stage,

g. The attribute that has the highest Gain Ratio is chosen to be branches. Repeat steps 4
and 5 until the resulting value is Gain = 0 for all remaining attributes.

Forward Selection

One of the many attribute reduction processes that involves an empty set of attributes that
need to be changed is Forward Selection [17]. Then, each attribute is evaluated individually,
and the best attribute is selected with the highest possible amplification. Then, proceed to
the next iteration of testing continuously and stop until the tested attribute does not have a
significant impact on accuracy [18]. Forward Selection is formulated as follows [19]:

a. Determining the initial model.
Y = b, (6)

Input variable response with each predictor variable, e.g. X/, X2, .... Xn is related to y.
Suppose X! so that form a model:
9 =bo + b Xy (7

b. Test F against the first selected variable provided that if Fcalculate < Ftable then the
selected variable is deleted and the process stops. If Fcalculate > Ftable, then the selected
variable has a real influence on the variable related to y so that it deserves to be taken
into account in the model.

¥ = by + b Xy + by X, ®)

Test F, f Fcalculate < Ftabel, then the process is stopped and the best model is the
previous model. However, if Fhtung > Ftable, the free variable deserves to be included
in the model. The process will end if there are no more variables left that can be inserted
into the model.

Stratified Sampling

Stratified sampling is a technique of sampling by tracking that takes into account the levels
(strata) in a population [20]. The dataset tested is first broken down into separate layers
and then sampled by tracking based on the layer that has been created. The stages of
stratified sampling are as follows [21]:

a. First divide the population N into subpopulations consisting of elements NI, N2, N3, ...,
NL.

b. Thus, pepper cannot overlap between subpopulations, so N/ + N2 + N3 + ---+ NL = N.

c. Finally, samples are taken by tracking each subpopulation by distributing the samples
proportionally.

Before sampling, it is important to determine the sample size. The sample taken should reflect
the overall situation. There are several ways to determine the sample size. One of Slovin's
theories that is most widely applied and used is described by the following formula:
N

n=Tve ©)
Information:
n = Large sample
N = Size of population



e = Precision value
2.2 Data Classification Performance Measurement

Cross Validation

Cross Validation is the process of converting a set of data into a set of subsets with the same
size. A subset of each used for testing and training data. As a result, each data has the same
opportunity for training and testing data. Cross Validation is used to correct the wrong data
testing results. 10-Fold Cross-Validation will reduce testing by 10 times, and the result will be a
percentage of 10 tests [22].

Confusion Matrix

In measuring the results of classification performance in line research carried out by testing
Confusion Matrix to obtain the results of Accuracy, Precision, Recall and F1-Score and also
to analyses the quality of the classifier in recognizing different classes [23]. Table Confusion
Matrix can be seen in Table 2.

Table 2. Table of confusion matrix

Assigned Class

Actual Class

Positive Negative
Positive True Positive False Negative
Negative False Positive True Negative

The True Positive and True Negative are actual conditions where the predicted results
correspond to the actual conditions that occur. While False Positive and False Negative are
conditions in which the results of prediction do not correspond to the actual conditions. Then
to calculate the value Accuracy, precision, recall and f-1 score can be calculated using the
formula:

TP+FN
Accuracy = o reren (10)
Recall = —=~ (11)
TP+FN
Precision = =% 12)
TP+FP

F1 — Score = 2 x RecallxPrecision (13)

Recall+Precision

3. Result and Discussion

3.1 Initial Data Processing



Based on the collected data, there is no need for data integration, because the storage place used
only contains data from one specific storage place, so no further data integration is needed.
However, the data normalization process must still be carried out. This is due to the possibility
of inaccurate data or missing numbers in the data that has been collected. The results of data
normalization can be seen in table 3 and table 4 below:

Table 3. Diabetic retinopathy debrecen normalization results

No. X1 X2 X3 X4 L X19 Class
1 0.0 0.205 1.0 02 ... 1.0 Class 0
2 0.0 0.073 1.0 0.0 ... 1.0 Class 0
3 0.333 0.117 0.5 09 ... 1.0 Class 1
4 0.0 0.117 1.0 0.0 ... 0.0 Class 0
5 0.0 0.117 1.0 0.0 ... 0.0 Class 1
6 0.0 0.088 1.0 0.0 ... 0.0 Class 1
7 0.0 0.058 1.0 0.0 ... 0.0 Class 1
8 0.0 0.029 1.0 0.0 ... 0.0 Class 0
9 1.0 0.205 1.0 03 ... 1.0 Class 1
10 0.333 0.294 0.5 03 ... 1.0 Class 1
11 0.0 0.102 1.0 0.0 ... 1.0 Class 0
12 0.0 0.382 1.0 0.1 ... 1.0 Class 0
13 0.0 0.029 1.0 03 ... 1.0 Class 1
14 0.333 0.647 0.75 1.0 ... 1.0 Class 1
15 0.0 0.205 0.5 03 ... 1.0 Class 0
16 0.0 0.029 0.5 03 ... 1.0 Class 0
1150 1 1 39 36 ... 1 Class 1
1151 1 1 7 7. 0 Class 0
Table 4. South german credit normalization results
No. X1 X2 X3 X4 L X19 Class
1 0.0 0.205 1.0 02 ... 1.0 Class 0
2 0.0 0.073 1.0 0.0 ... 1.0 Class 0
3 0.333 0.117 0.5 09 .. 1.0 Class 1
4 0.0 0.117 1.0 00 ... 0.0 Class 0
5 0.0 0.117 1.0 0.0 ... 0.0 Class 1
6 0.0 0.088 1.0 0.0 ... 0.0 Class 1
7 0.0 0.058 1.0 0.0 ... 0.0 Class 1
8 0.0 0.029 1.0 00 ... 0.0 Class 0
9 1.0 0.205 1.0 03 ... 1.0 Class 1
10 0.333 0.294 0.5 03 ... 1.0 Class 1
11 0.0 0.102 1.0 0.0 ... 1.0 Class 0
12 0.0 0.382 1.0 0.1r ... 1.0 Class 0
13 0.0 0.029 1.0 03 ... 1.0 Class 1

14 0.333 0.647 0.75 1.0 ... 1.0 Class 1




15 0.0 0.205 0.5 03 ... 1.0 Class 0

16 0.0 0.029 0.5 03 ... 1.0 Class 0
999 1 1 39 3.6 ..... l Class 1
1000 1 1 7 7 .. 0 Class 0

The data that has been obtained must be processed first before creating a model. Initialization
of data is done using stratified sampling. Data sampling is carried out anonymously from the
population by considering the ratio of data distribution to create a new data collection with
dimension sampling determined using the slovin formula and 90% significance limit symbol
with formula as follows:

Sample = >83 =85
AP = 17583012

The sample size in the Diabetic Retinopathy Debrecen Dataset was determined using the
slovin formula with the following calculations:

amle - 1151 o
AP = T 151012

From 92 samples taken in the Diabetic Retinopathy Debrecen Dataset, allocate
proportionally from each attribute class in the Diabetic Retinopathy Debrecen Dataset so
that the samples taken reflect the population. I Calculation of sample allocation as follows:

540
Sample (Class 0) = 1151 X 92 =43

611
Sample (Class 1) = 1151 X 92 =49

The sample size in the South German Credit Dataset is determined using the slovin formula with
the following calculation:

amle - 1.000 ot
AP = 1000+ 012

From the 92 samples taken in the South German Credit Dataset, allocate proportionally from
each attribute class in the South German Credit Dataset so that the sample taken reflects the
population. Calculation of sample allocation as follows:



0
X 91 = 64
1.000

Sample (Good) =

300
Sample (Bad) = 1000 X 91 =27

3.2 Model Experimentation and Testing

After getting a new dataset with a small size (sampling), then test by selecting the best attributes
and removing those that have no effect. To select the best attribute with Forward Selection. Test
each attribute individually by building a model, then test the model to see how accurate the
results are. Select attributes with the highest precision. If the tested properties do not
significantly improve accuracy, the process continues and stops. Experiments and tests on this
study using RapidMiner Studio.

Fig. 2 contains an assessment of the attributes of each dataset tested which is then shown in
Table 5.

Process Parameters
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sample absolute v |G
sample size 85
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Retrieve ILPD Sample (Stratified) = use local random seed
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Fig. 2. Selection testing scheme forward selection feature

Table 5. Results of attribute reduction with forward selection on diabetic retinopathy debrecen dataset

No Attribute Weight
1 Attributes 0 0
2 Attributes 1 0
3 Attributes 2 0
4 Attributes 3 0
5 Attributes 4 0
6 Attributes 5 0
7 Attributes 6 1
8 Attributes 7 0
9 Attributes 8 0
10 Attributes 9 0
11 Attributes 10 1




12 Attributes 11 0
13 Attributes 12 0
14 Attributes 13 0
15 Attributes 14 0
16 Attributes 15 0
17 Attributes 16 0
18 Attributes 17 0
19 Attributes 18 0

Table 6. Results of attribute reduction with forward selection on diabetic retinopathy debrecen dataset

No Attribute Weight
1 Status 1
2 Duration 1
3 Credit History 1
4 Purpose 0
5 Amount 0
6 Savings 0
7 Employment Duration 0
8 Installment Rate 0
9 Personal Status Sex 0
10 Other Debtors 0
11 Present Residence 0
12 Property 0
13 Age 0
14 Other Installment Plants 0
15 Housing 0
16 Number Credits 0
17 Job 0
18 People Liable 0
19 Telephone 0
20 Foreign Worker 0

Based on Table 5 and Table 6, the attribute that has the weight 1 is the best attribute and selected
for created model. While the attribute with 10 weight is the attribute does not have the influence
of and will removed so that produces a (new) dataset whose number of attributes less. After
testing is done, then enter the modeling stage by creating a decision tree as in Fig. 3:
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Fig. 3. Classification model test scheme

The process in Fig. 3 produces the pattern described in Fig. 4:
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Fig. 4. Classification model accuracy testing scheme

A. Evaluation of Testing and Validation of Results

The test was carried out with the help of using RapidMiner Studio software based on
Decision Tree C4.5 without reduction of Tree 4.5 attributes and Decision Tree C4.5 with
attributes of Forward Selection reduction results. Then the classification evaluation is
calculated based on the Confusion Matrix with the results can be seen in Table 7.



Table 7. Evaluation of classification results

Accuracy Comparison (%) Accuracy
Data Set Cas C4.5 + Forward Difference
' Selection (%)
Diabetic Retinopathy Debrecen 53.09 55.00 1.91
South German Credit 70.00 83.44 13.44
Average 61.54 69.22 7.68

Based on the results in Table 6, the accuracy of Decision Tree C4.5 + Stratified Sampling
+ Forward Selection was compared with Decision Tree C4.5 without optimization described
in the following Fig. 5:

TESTING ACCURACY COMPARISON

<
q‘\
™M
0
o
D ~
Q
b @A
DIABETIC RETINOPATHY DEBRECEN SOUTH GERMAN CREDIT
mC4.5 M C4.5 + Forward Selection

Fig. 5. Classification model test scheme

Based on 5 Figure Decision Tree C4.5 + Stratified Sampling + Forward Selection was able
to increase accuracy by 7.68% when compared to Decision Tree C4.5 No optimization in
data classification.

4. Conclusion

Based on the test results show that the proposed method is able to improve the accuracy of
classification on Decision Tree C4.5 by reducing attributes using Forward Selection. Therefore,
forward selection is considered an effective technique in reducing attributes and improving
classification accuracy in Decision Tree C4.5. The increase in accuracy obtained in Debrecen
Diabetic Retinopathy was 1.91%, while the increase in accuracy obtained in South German
Credit was 13.44%. The average result of increasing accuracy in all data sets was 7.68%. The
average accuracy rate on Decision Tree C4.5 + Forward Selection is 69.22% and higher than
the average accuracy value on Decision Tree C4.5 which obtained an average accuracy of



61.54%. The results obtained after attribute reduction in Decision Tree C4.5 with Forward
Selection are much more accurate than Decision Tree C4.5 natively.
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