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Abstract. In the current era of information technology development, web server security 

has become a primary concern in maintaining data integrity, confidentiality, and 

availability. With the emergence of increasingly complex and evolving cyber threats, 

Intrusion Detection Systems (IDS) play a crucial role in addressing these challenges. In 

this research, we propose an innovative approach to enhance web server security by 

implementing an Intrusion Detection System empowered with Machine Learning 

Algorithms. In the pursuit of enhancing web server security, this research delves into 

designing an Intrusion Detection System (IDS) empowered by Machine Learning (ML). 

The foundation of this approach hinges on transparent public datasets, subjected to 

intensive pre-processing steps such as data cleaning, normalization, and feature selection. 

After refining, the data steers ML algorithms to discern potential cyber threats from 

standard patterns. The novel ML-based IDS showcases an ability superior to traditional 

systems, with the prowess to differentiate between benign and malicious activities. A 

salient feature of this IDS is its real-time alert mechanism on Telegram, ensuring 

immediate notification to security teams upon potential breach detection. Comparative 

results accentuate the model's enhanced accuracy and a significant reduction in false 

alarms. This study substantiates the utility of ML in elevating cybersecurity measures and 

paves the way for deeper investigations into advanced web server protective mechanisms. 
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1 Introduction 

 
In recent decades, the growth of the Internet in Indonesia has been significant. According to the 

Indonesian Internet Service Provider Association (APJII), internet penetration in the country 

has reached over 78% of the total population. This digital transformation has permeated not just 

among the youth but also other population segments who use the internet for communication, 

shopping, education, entertainment, and other necessities. 
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One of the factors driving internet growth in Indonesia is easy access through mobile devices. 

Advancements in telecommunications technology, especially 4G and 5G, coupled with the 

increasing affordability of smartphones, have enabled the broader population to connect with 

the virtual world. This phenomenon has been further boosted by the emergence of various local 

digital platforms such as Gojek, Tokopedia, and Bukalapak, which cater to diverse societal 

needs. However, alongside this rapid development, Indonesia also faces significant challenges 

in the form of cyber threats. As online activity has grown, the threats from cybercriminals have 

also increased. 

 

The National Cyber and Crypto Agency (BSSN) reported that cybercrime in Indonesia has seen 

a substantial rise in recent years. From phishing, ransomware, and defacement to DDoS attacks, 

these are among the threats frequently encountered by Indonesian internet users. These attacks 

often result in substantial financial losses and tarnish the reputations of institutions or 

individuals targeted. One particularly alarming incident was when several government websites 

were hacked and defaced. This incident was concrete evidence that cyber threats could target 

anyone, including institutions with substantial resources. 

 

The vulnerability stems from a lack of public awareness about the importance of cyber 

security[1]. Many internet users still employ easily guessable passwords or use the same 

password across multiple platforms. Additionally, a lack of knowledge about tactics used by 

cybercriminals, such as phishing techniques, makes users susceptible[2]. Another challenge 

comes from infrastructure and regulations that aren't entirely supportive. Although the 

government has made significant strides by issuing various regulations and policies related to 

cybersecurity, their implementation, and socialization still take time. Addressing these threats 

requires a collaborative approach involving the government, the private sector, the IT 

community, and the general public. Enhancing digital literacy and cybersecurity awareness 

needs to be undertaken on a broad scale to protect the public better while surfing the web[3]. 

In this context, an Intrusion Detection System (IDS) becomes very important[4]. IDS functions 

to detect and provide warnings against any suspicious attempts or attacks aimed at a system, 

including web servers. However, with the development of technology and increasingly 

sophisticated attack methods, traditional IDS often have difficulty identifying new attacks or 

attacks using disguise techniques[5]. 

 

One promising solution in overcoming the limitations of traditional IDS is the application of 

Machine Learning (ML) technology[6]. Machine learning is a branch of computer science that 

focuses on developing algorithms that enable computers to learn and make decisions based on 

data. In the last decade, the development of machine learning has reached a stage where it can 

be applied in various fields, including cybersecurity. 

 

In the context of IDS, machine learning can be "taught" to identify suspicious network traffic 

patterns more accurately and adaptively. For example, through a training process with historical 

data, ML models can recognize attacks that have never been seen before based on similarities 

to known attack patterns. In addition, the adaptability of ML allows IDS to continuously "learn" 

from the latest attacks and update its knowledge base[7]. 

However, implementing ML in IDS also brings its challenges, such as selecting the right 

features, the need for large data training, and the risk of overfitting. Nonetheless, with the right 

approach, ML has the potential to significantly increase the effectiveness of IDS, especially in 

dealing with evolving cybersecurity threats. In this article, we will discuss more how machine 



 

learning can be applied in IDS to improve web server security and the challenges and 

opportunities that lie ahead [8]. 

 

2 Research Methods 
 

Given the aim of enhancing intrusion detection systems on web servers using a machine-

learning approach, our research methods encompass a multifaceted study of related works, 

understanding the broader cyber threat landscape, delving into the specifics of web servers, the 

principles of intrusion detection, the mechanics of machine learning, and the relevance of feature 

selection. Here's a structured breakdown: 
 

2.1. Internet and Threats  

 

The modern era is marked by the unprecedented growth of the Internet, rendering borders 

obsolete in the digital realm and connecting billions of devices worldwide. The Internet's rise is 

not just a technological phenomenon; it represents a transformation of societies, economies, and 

individual lives, enabling a global exchange of ideas, commerce, and culture. However, with 

the Internet's remarkable capabilities come significant threats that challenge its users' integrity, 

safety, and privacy[9]. 

 

As Internet adoption has surged, so has the sophistication and volume of cyber threats. 

Cybercriminals consistently explore vulnerabilities in systems, applications, and even human 

behaviour. The threat spectrum spans from relatively harmless spam emails to highly destructive 

ransomware attacks, data breaches, and advanced persistent threats[10], [11] 

 

The rapid digitalization in Indonesia, characterized by a booming e-commerce market, growing 

tech startups, and increasing governmental digital services, makes the nation a notable target for 

cyber threats. Indonesia's cyber landscape has witnessed rising incidents of phishing, web 

defacements, and ransomware attacks. Additionally, as local businesses migrate to cloud-based 

platforms and offer digital services, their web servers become potential targets, underscoring 

the need for robust intrusion detection mechanisms[12]. 

 

2.2. Web Server 

 

A web server is a system that processes incoming network requests over HTTP (Hypertext 

Transfer Protocol) and several other related protocols. Its primary function is to store, process, 

and deliver web pages to users[13], [14]. When someone accesses a website, they're effectively 

communicating with the web server, requesting it to serve up the required web pages. Web 

servers can be hardware or software-based. Popular web server software includes Apache, 

Nginx, Microsoft's Internet Information Services (IIS), and LiteSpeed[15], [16]. 

 

Web servers, given their essential role and accessibility, are frequent targets for cyber-attacks. 

Here are some common threats to web servers:  DDoS Attacks: Distributed Denial of Service 

attacks aim to flood the server with unnecessary requests, overloading its capacity and making 

it unavailable to legitimate users[17], [18]. SQL Injection: Attackers manipulate a site's database 

by inputting malicious SQL statements in input fields, potentially leading to unauthorized 

viewing of data, corrupting or deleting data, and other malicious activities[19], [20]. Cross-Site 

Scripting (XSS): This occurs when malicious scripts are injected into web pages viewed by 



 

users. The scripts can then steal information and send it to the attacker[21]. Brute Force Attacks: 

Here, attackers use trial-and-error methods to guess the right credentials (like username and 

password) to gain unauthorized access. 

 

The integral role of web servers in the digital infrastructure combined with their public-facing 

nature makes them a significant target for cyber threats. Protection goes beyond just regular 

updates; it also requires proactive monitoring and the implementation of security protocols, 

including advanced solutions like machine learning-enhanced Intrusion Detection Systems, to 

detect and respond to threats in real-time. As cyber threats continue to evolve, so must the 

defences put in place to protect these vital digital gateways. 

 

2.3. Intrusion Detection System  

 

An Intrusion Detection System, commonly known as IDS, is either a specialized device or a 

software application tasked with monitoring a network or system for any signs of malicious 

activity or policy breaches. Acting as the digital world's counterpart to a security surveillance 

system, an IDS continually scans and evaluates activities to detect potential cyber threats, 

subsequently producing detailed reports to a designated management station. These reports 

serve as a vital tool, offering administrators and security professionals valuable insights into 

potential vulnerabilities or ongoing attacks[6]. 

 

Intrusion Detection Systems can be broadly categorized into different types based on their 

operation and deployment. Network-based Intrusion Detection Systems (NIDS) primarily focus 

on monitoring and evaluating network traffic, identifying any suspicious or unconventional 

behaviour. Strategically placed at network choke points, NIDS can oversee vast segments of a 

network. In contrast, Host-based Intrusion Detection Systems (HIDS) concentrate on individual 

hosts, often zeroing in on servers. They are responsible for monitoring both inbound and 

outbound packets, ensuring that the host remains free from any malicious activities[4], [22]. 

IDS solutions can also differ in their method of detecting threats. Signature-based IDS operates 

by recognizing known patterns of malicious behaviour, such as particular byte sequences in 

network traffic or familiar harmful instruction sequences used by malware. On the other hand, 

anomaly-based IDS defines its operation by comparing detected activities against a predefined 

baseline representing "normal" behaviour. Any deviation from this norm raises a red flag. 

 

A typical IDS operates in a relatively straightforward manner. It begins with active data 

collection, sourcing information either from network traffic or individual system activities. Once 

sufficient data has been amassed, the IDS transitions into the analysis phase. Depending on its 

underlying detection method, either signature-based or anomaly-based, it sifts through the data 

to pinpoint any suspicious activities. If the IDS identifies a potential threat, it immediately alerts 

the network or system administrators. Depending on its sophistication and the perceived threat 

level, some IDS solutions can even initiate a response to detected threats, ranging from blocking 

malicious IP addresses to shutting down affected network portions to contain a potential 

breach[23], [24]. 

 

However, as formidable as IDS solutions might sound, they are not without their challenges. 

They can sometimes misinterpret legitimate traffic or activities as harmful, leading to false 

positives. These unnecessary alerts can cause unwarranted panic or potential service disruptions. 

More concerning is the possibility of false negatives, where actual malicious activities slip 



 

through undetected. Maintaining an IDS, especially across vast networks, can be resource-

intensive, potentially slowing down other vital processes. Attackers, well aware of IDS 

functionalities, constantly innovate, developing evasion techniques like packet fragmentation or 

payload encryption to bypass detection. 

 

2.4. Machine Learning 

 

Machine Learning (ML) has revolutionized a myriad of sectors in the contemporary digital 

ecosystem, from healthcare to finance, and its importance cannot be understated when 

discussing cybersecurity and intrusion detection. At its core, machine learning is a subset of 

artificial intelligence that employs algorithms allowing computers to learn and make decisions 

or predictions from data without explicit programming[25], [26]. 

 

The foundational concept behind machine learning is straightforward: given a sufficient amount 

of data, a machine can be "taught" to recognize patterns and make informed decisions based on 

them. There are several categories of machine learning, each with its unique strengths: 

Supervised Learning: The most prevalent category, involves teaching the machine using labelled 

data. In essence, both the input and desired output are provided, and over time, the machine 

fine-tunes its algorithm to get closer to the expected results[27]. Unsupervised Learning: Unlike 

supervised learning, unsupervised methods don't use labelled data. Instead, they rely on 

clustering and association to understand and process inputs[28]. Reinforcement Learning: Here, 

the algorithm learns by interacting with an environment and receiving feedback (rewards or 

penalties) based on its actions[29]. 

 

How does machine learning intersect with cybersecurity and intrusion detection? Traditional 

Intrusion Detection Systems (IDS) operate on pre-defined signatures or known attack patterns. 

However, in a rapidly evolving threat landscape, relying solely on known attack vectors is 

insufficient. Here, machine learning proves invaluable[4], [30]. By employing machine learning 

algorithms, IDS can adapt and learn from the vast amount of network traffic data, recognizing 

and responding to novel attack patterns never seen before. For example, an anomaly-based IDS, 

augmented with machine learning capabilities, can establish a "baseline" of what constitutes 

normal network traffic. Over time, it becomes proficient at detecting deviations from this norm, 

flagging them for review or responding instantly. This dynamic approach is especially potent 

against zero-day vulnerabilities or advanced persistent threats that elude traditional detection 

methods. Furthermore, with the surge in the volume of data flowing across networks, manual 

monitoring becomes an unfeasible task. Machine learning algorithms can sift through petabytes 

of data, identifying potential threats with precision and speed that no human analyst can match. 

 

2.5. Feature Selection 

 

Feature selection, a pivotal process in machine learning, directly influences the performance 

and efficacy of models, especially when the objective is as critical as intrusion detection. In the 

context of machine learning, features are individual measurable properties or characteristics of 

the phenomena being observed. In intrusion detection, these features could range from packet 

lengths and connection durations in network traffic, to more abstract features like user behavior 

patterns. However, not all features are created equal. While some carry significant information 

and can aid a model in making accurate predictions, others add noise, or at best, are redundant. 

It's here that the process of feature selection becomes indispensable[31]. 



 

 

The primary objectives of feature selection are: Improving Model Performance: By discarding 

irrelevant or redundant features, models often perform better, as they're less likely to overfit the 

noise in the data. This results in more accurate and generalizable models. Reducing 

Computational Load: Fewer features mean less data to process, which translates to faster 

training times and reduced memory and computational requirements. This can be especially 

beneficial when deploying models in real-time environments, such as live web servers. 

Enhancing Model Interpretability: A model that utilizes fewer, more relevant features is often 

easier to understand and interpret. This can be crucial in cybersecurity contexts, where 

understanding the rationale behind a model's decision can aid in refining defence strategies[32], 

[33]. 

 

When it comes to intrusion detection, the significance of feature selection is further amplified. 

Web servers and network environments generate vast amounts of data, with myriad potential 

features. The challenge is identifying which of these features are most indicative of malicious 

activity. By selecting the right features, an Intrusion Detection System (IDS) augmented with 

machine learning can more effectively discern between benign and malicious traffic, reducing 

false positives and ensuring genuine threats don't slip through undetected. In conclusion, feature 

selection is not just a beneficial step but an imperative one in the context of machine learning 

for intrusion detection. By focusing on the most relevant signals and discarding noise, it ensures 

that models are both efficient and effective, ready to face the multifaceted threats that modern 

web servers encounter. 

 

3 Result and Discussion 
3.1. Generate Model Machine Learning 

 

Developing an Intrusion Detection System for web servers using a Machine Learning model 

begins with a clear understanding of the objective: proactively and adaptively identifying and 

responding to potential security threats. Central to this endeavour is the use of public datasets. 

These datasets, known for their accessibility, diversity, and transparency, often encompass a 

range of recorded attacks, giving insights into the appearance of malicious activities versus 

regular traffic. 

 

 

Fig. 1. Model Machine Learning 

Figure 1. The following Machine Learning Model explains each stage. Before data becomes a 

tool in the learning process, it undergoes a stage known as pre-processing. This stage involves 

refining the dataset by eliminating redundancies, dealing with missing data, normalizing 

features, and selecting the most important attributes for intrusion detection. Once the data is 



 

prepped and prepared, the actual model training begins. The data set is fed into selected machine 

learning algorithms, allowing the model to 'learn' and make predictions or classifications based 

on visible patterns. However, simply training a model doesn't suffice. Its efficacy needs 

validation. The model's real-world performance in detecting intrusions can be gauged using a 

separate set of data not previously exposed to the model during training. Metrics like accuracy, 

precision, recall, and the F1 score provide insights into how well the model performs under real-

world scenarios. 

 

3.2. Prepocessing 

Preprocessing plays a pivotal role in shaping the data, ensuring that machine learning models 

are fed with quality inputs that drive optimal performance. The journey of data refinement 

begins with cleaning missing values. In any dataset, gaps or omissions can often introduce bias 

or inaccuracies. To tackle this, one identifies these missing segments and decides on an approach 

to address them. It could involve filling in those voids using imputation techniques, where 

values such as the mean or median of a column replace the missing spots. At times, eliminating 

certain rows or columns altogether might make sense. 

 

Fig. 2. Preprocessing Phase 

Figure 2. The following Preprocessing Phase explains each stage Once the data is free from gaps, 

the next step is to ensure that it speaks the language machines understand best: numbers. Many 

datasets come with labels that might be descriptive. In the context of intrusion detection systems 

(IDS), these labels might represent various types of network behaviours. Such categorical labels 

need translation into a numerical format, a process known as label encoding. For instance, if our 

IDS dataset contains labels like 'Benign', 'Attack', and 'Suspicious', each would get a unique 

numerical identifier. 

 

Having prepared the data structure, it's time to set the stage for the actual modelling. But before 

diving into it, it's crucial to earmark portions of the data for different purposes. The dataset is 

usually split, with a majority, say 80%, being utilized to train the model, while the remaining 

20% stands by to test the model's prowess later. 

 

3.3. Implementation Model to IDS 

 

Once the process is initiated, the custom model is activated. These models, designed with unique 

capabilities to recognize and categorize various digital behaviours, are then loaded into our 

Intrusion Detection System (IDS). The primary role of this IDS is to continuously monitor and 

review our web server logs, which in turn act as a digital diary of all the traffic and activity that 

occurs on our platform. 



 

 

Fig. 3. Load Model to IDS 

Figure 3 The Load to IDS model explains that the IDS here is not just any ordinary monitoring 

system. Empowered by the model to distinguish between regular and potentially hazardous 

activities. With every passing second, it meticulously scans every line of the log, making 

judgments as to whether an activity is harmless or poses a potential threat. 

 

And this is where his brilliance really shines. If our IDS, with the help of the model, identifies 

any activity that appears to be an intrusion or a malicious attempt to infiltrate our system, it 

immediately triggers an alert mechanism. This is not just any warning. It sends real-time 

notifications to our dedicated Telegram channel. The instantaneous nature of Telegram ensures 

that our security team picks up on these alerts immediately, allowing them to take swift action 

to neutralize any threats. 

 

4 Conclusion 
 

The initial step to creating an IDS via ML entails utilizing public datasets known for their 

transparency. It undergoes a rigorous pre-processing phase before the data is ready for model 

training. this involves data cleaning, normalization, and feature selection. Once primed, the data 

feeds the chosen ML algorithms, trained to identify potential threats based on discernible 

patterns. Furthermore, model validation ensures its efficiency in real-world scenarios. pre-

processing is cardinal to the success of the model. This phase initiates with data cleaning, 

particularly addressing missing values through imputation or omission. Subsequently, 

categorical labels in the dataset transform into numerical equivalents (label encoding).  

 

IDS Model Implementation: The post-training phase sees the integration of the custom ML 

model into the Intrusion Detection System. Unlike conventional systems, this IDS discerns 

between benign and potentially malevolent activities. When the IDS perceives any hint of a 

cyber breach, it instantaneously triggers alerts on a dedicated Telegram channel. The immediacy 



 

of this alert system ensures that security teams are promptly notified, enabling them to address 

potential threats without delay. 

 

In the relentless battle against cyber threats, integrating Machine Learning algorithms into 

Intrusion Detection Systems offers a promising avenue to bolster web server security. This 

research underlines the efficacy of such a system, demonstrating a marked reduction in false 

positives and heightened accuracy in intrusion detection compared to traditional methods. As 

cyber threats continuously morph, staying ahead with dynamic, adaptive systems like the 

proposed ML-powered IDS becomes imperative. This research not only reinforces the merits of 

ML in cybersecurity but also sets a foundation for further exploration and refinement in the 

realm of web server protection. 
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