
Attribution of Cyber Attacks on Industrial Control
Systems
Allan Cook1, Andrew Nicholson2, Helge Janicke1, Leandros Maglaras1,∗, Richard Smith1

1Cyber Security Centre, De Montfort University, Leicester, LE1 9BH, UK
2Cyber Security Centre, WMG, University of Warwick, Coventry CV4 7AL, UK

Abstract

In order to deter or prosecute for cyber attacks on industrial control systems it is necessary to assign
attribution to the attacker and define the type of attack so that international law enforcement agencies or
national governments can decide on appropriate recourse. In this paper we identify the current state of the
art of attribution in industrial control systems. We highlight the critical differences between attribution in
enterprise networks and attribution in industrial networks. In doing so we provide a roadmap for future
research.
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1. Introduction
Industrial Control Systems (ICS) are increasingly
becoming the subject of computer network attacks [53].
These systems provide essential services for sovereign
nations critical infrastructure, and as such these attacks
represent a significant threat to the continued security
of these countries [39]. ICS have performance and reli-
ability requirements that may be considered unconven-
tional by contemporary IT professionals. These require-
ments include the management of processes that, if
not executed correctly, pose a significant risk to the
health and safety of human lives, serious damage to the
environment, as well as serious financial issues such as
production losses that may have a negative impact on a
nation's economy [72].

2. Contribution
We present the first survey of technical attribution
techniques specifically in relation to ICS. Previous
attack taxonomies used for contemporary attribution
do not accommodate methods to integrate data from
these cyber-physical systems (CPS). Our paper collates
research into one self-containing attribution resource
that is useful for new researchers to the field. We
identify promising areas for future work, particularly
that a combination of techniques offers the potential to
build a probabilistic model that may improve overall
attack attribution.

∗Corresponding author. Email: leandros.maglaras@dmu.ac.uk

3. Motivations for Attribution in Critical National
Infrastructure
In this paper we discuss fundamental aspects of
attribution of cyber attacks when considering industrial
control systems. To the best of our knowledge the
information is disparate and not self-contained, hence
providing motivation for our paper. We consider
technical and non-technical issues including current
legal precedent and standards that will shape future
direction of this field.

The subject of attribution of cyber attacks targeted
at industrial control systems (ICS) is an emerging
issue. Zhu et al (2011) [84] describe how these
systems are “deeply ingrained in the fabric of critical
infrastructure”, but subject to disruption or damage by
cyber effects. They describe in particular, the potential
for cyber-physical attacks, where the impact of cyber
attacks can result in outcomes in the physical world.
Miller and Rowe (2012) [47] described examples of
these physical outcomes in a range of incidents between
1982 and 2012.

In order to prosecute in response to cyber attacks
on industrial control systems it will be necessary
to assign attribution to the attacker, and define the
type of attack, so that international law enforcement
agencies or national governments can decide on
appropriate recourse. Attribution serves to act as a
deterrent to future attacks, can provide the basis for
interrupting attacks in progress and can support overall
improvements to defensive techniques [32].
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3.1. Defining Attribution
Attribution of cyber attacks lacks a universally accepted
definition. Proposed definitions have often been
limited in their approach, confining each to subsets
of attribution. For example, definitions offered by
Hunker et al [32] limits attribution to “any attribution
technique that begins with the defending computer and
recursively steps backward in the attack path towards
the attacker”. Wheeler et al [79] defined attribution as
“determining the identity or location of an attacker or
an attacker's intermediary”.

3.2. Legal Requirements for Attribution
Before considering the techniques available for attack
attribution it is necessary to understand the legal
requirements for the prosecution of a cyber attack and
the role that attribution plays.

Brenner [10] described the legal requirements for
attribution as answering two fundamental questions;
firstly, who carried out the attack and, secondly,
what kind of an attack was it? The former assigns
responsibility for committing an act, the latter assigns
responsibility for responding to an attack. With regard
to the responsibility for committing an act, Keyser
[36] highlighted the adoption of the Council of Europe
Convention on Cybercrime as the de facto standard for
transnational cyber crime prosecution framework for
Western European counties and the North Americas
by harmonising local laws. He discussed Article 5
of the treaty, relating to “system interference”and
its aim to prevent the intentional “hindering”of the
functioning of a computer system by interfering with,
or manipulating, computer data without right. It
continued with a discussion of violations under the
article and the requirement for a demonstration of
mens rea (guilty mind), although he cites that the
definition of intentional action remains an unresolved
issue and has been treated differently in signatory
countries. Therefore, simply tracing an attack on an
ICS to its source will not necessarily result in sufficient
evidence for a prosecution. Any technical facts must be
supported by a motive or intent.

With regard to responsibility for responding to an
attack, Brenner [10] touched upon national jurisdic-
tions and the transnational nature of cyber crime.
Keyser [36] described how cyber criminals and mali-
cious actors either base their operations in counties
outside of legal frameworks such as the Convention on
Cybercrime, or route their traffic through such coun-
tries. Kohl [40] discussed how a response to a cyber
attack then becomes a question of which country or law
enforcement agency has the responsibility and author-
ity to investigate, under which legal framework the
perpetrators can be prosecuted, and which laws apply.

This transnational issue was explored more recently
in the Tallinn Manual on the International Law
Applicable to Cyber Warfare [64] when discussing
the acts of a nation-state. Rule 6 described how a
nation-state “bears international legal responsibility for
a cyber operation attributable to it”, but recognised
that the location from which the attack took place
does not necessarily define whether that nation-state is
responsible. It described a scenario in which Nation-
State A, under the instructions of Nation-State D
created a botnet in Nation-State B to attack targets in
Nation-State C (as illustrated in Figure 1). Under these
conditions the Tallinn Manual defined that Nation-State
B could not be held responsible for the attack, and that
Nation-State D, from which the intent was derived, was
attributable for the actions. The involvement of Nation-
State A was discussed as a less well-defined area as it
could not be presumed responsible based on the fact
that the attack traffic originated from there. It again,
required a measure of mens rea to determine legal
responsibility.

Figure 1. An illustration of the complexity of nation-state
responsibility in attribution

It therefore becomes apparent that, in light of
the ambiguities in international laws, methods of
attributing the execution of an attack must include not
only the technical reconstruction of the attack path
to the source device, but also a means by which the
intent of the perpetrator is elicited. Similarly, in order
to support the decision of who should respond to an
incident, a taxonomy of types of attack is required
to allow an international understanding of the nature
and impact of cyber effects. The significance of this
assessment rises in priority if the industrial control
system attack results in loss of life or significant impact
on a nation-state.

In light of this risk, it is perhaps more practical
to focus on deterrence rather than prosecution.
Libicki [44], discussing cyberattacks in the context of
cyberwarfare, argued “cyberattacks can be launched
from literally anywhere, including cybercafes, open Wi-
Fi nodes, and suborned third-party computers. They
do not require rare or expensive machinery. They
leave no physical trace. Thus, attribution is often
guesswork. True, ironclad attribution is not necessary
for deterrence as long as attackers can be persuaded
that their actions may provoke retaliation. Yet some
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proof may be necessary given (1) that the attacker
may believe it can shake the retaliator's belief that it
got attribution right by doing nothing different (“who,
me?”) in response to retaliation, (2) that mistaken
attribution makes new enemies, and (3) that neutral
observers may need to be convinced that retaliation is
not aggression”[44].

While reporting of security breaches is on the rise
[33], little data is available to identify the sources
of such attacks. The problem of attribution of cyber
effects in general is a well documented issue, yet
little has emerged from academic or industry research
to satisfy the legal requirements for accuracy to
support prosecution of the attack originators [15].
The techniques available to attackers to obfuscate
their location and route to target introduce too much
uncertainty in a court of law, or at the least to act as a
deterrent [27].

4. Challenges of ICS Attribution
Attribution of cyber attacks in ICS environments is a
significant challenges when compared with attribution
of cyber attacks in enterprise environments. In this
section we begin by identifying those differences and
what this means for attribution.

4.1. Attribution and Architecture
ICS differ from traditional IT architectures in that they
are generally not all IP-enabled, and incorporate a num-
ber of proprietary or industry-specific protocols based
upon serial or bus communications. Even when IP is
used, the performance requirements necessitated the
use of modified IP stacks or optimised routers that limit
the level of auditing and inspection available. These
protocols are deployed at differing layers of the archi-
tecture and often require gateways for interoperability
[24]. This heterogeneous communications environment
services a number of measurement and control devices,
and are often in service for 10-20 years [49] [4] running
the same operating systems, and operate with limited
computing capacity, designed for performance and reli-
ability rather than security [12] [83].

4.2. Enterprises and Industrial Control Systems
ICS is a general term that encompasses a family of
process automation technologies, including Supervi-
sory Control and Data Acquisition (SCADA) systems
and Distributed Control Systems (DCS). These control
systems use Programmable Logic Controllers (PLC) or
similar Remote Terminal Units (RTU) and Intelligent
Electronic Devices (IED) to manage electromechanical
equipment in either local or distributed environments.
Their application covers a range of industrial sectors

Table 1. PLC vs. General-Purpose Computer [60] [20]

PLC Computer
Ruggedised design for indus-
trial environments

Designed mainly for data
processing and calculation

Ability to operate in high
temperatures and humidity

Limited environmental range

High immunity to signal noise Optimised for speed
Integrated proprietary com-
mand interpreter

Support for multiple develop-
ment environments

Limited memory Significant and expandable
memory

Optimised for single-thread
processing

Multitasking capability

and critical infrastructures such as electricity gener-
ation and distribution, water treatment and supply,
oil refining, food production and logistics [51]. These
control systems provide automation and process control
of the systems that provide the reliable flow of products
and services necessary for the security and operations of
industrialised nation-states [48].

As an example of the differences between ICS and
conventional enterprise IT, Table 1 compares a PLC to
a generalised IT computer.

When considering the diversity of industrial control
systems it is helpful to have a common framework
in which to model the common aspects of such
systems, and the levels of process hierarchy that exists.
Williams [81] described the Purdue model, a reference
architecture for control hierarchy that has become the
standard within ICS [84]. It described six levels within
an organisation managing an industrial control system,
as illustrated in Figure 2.

Figure 2. Purdue Model for Control Hierarchy[18]
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Level 5 describes the corporate or enterprise network
of an organisation running its business management
applications and services. Internet access exists within
this layer. Level 4 shows the services to manage the
planning, scheduling and logistics of the operations.
Level 3 encompasses the management of the day-
to-day industrial operations of the facility, including
production scheduling, quality assurance, process
optimisation etc. Level 2 provides supervisory control
of the equipment involved in the overall industrial
process. Level 1 encapsulates the control of individual
devices and equipment involved in discrete elements
of the overall process (PLC, RTU, IED etc.) Level 0
includes the devices, sensors and associated equipment
performing the industrial process.

Whilst the Purdue reference model is not used to
govern ICS implementations, it reflects the general
architectural principles adopted whereby the control of
industrial equipment is managed in a layered hierarchy
that is logically, if not physically, separated from the
management of the industrial facility and its business
processes. Importantly, it defines the areas of an
industrial control architecture where IP-based protocols
transition to legacy serial communications.

4.3. Importance of ICS Artifacts for Attribution
In the case of a cyber attack on an ICS it is likely that
there will be some real-world physical manifestation
of the misuse. In the worst cases this could result in
damage, injury, environmental impact or loss of life.
In these instances, where it is probable that some
legal or regulatory investigation would be required, the
importance of attribution artefacts increases. It would
be necessary to identify whether the behaviour of the
ICS was caused by an error in facility operations, a
failure of a safety device, or whether the processes and
devices were maliciously manipulated to achieve the
end result.

These artefacts, ideally, should be in a form whereby
their authenticity can be guaranteed and track traffic
and ICS commands through the entire operational
process, ensuring end-to-end integrity. This assurance
should include the logs of the devices and components
that controlled the industrial equipment involved.

5. Review of Attribution Taxonomies
Studies into the spectrum of attribution techniques for
attacks on ICS are limited at present. A taxonomy of
attribution techniques for cyber attacks by Nicholson
et al [52] provides an overview of the technical
options available and classifies their attributed and
practicalities. An initial investigation into attribution
in SCADA systems, also by Nicholson et al [51],
investigates five known attribution techniques and
discusses their viability within an ICS environment.

Researchers have surveyed individual technical
approaches to attribution, including; traceback - where
the traffic from a target device is recursively stepped-
back through its routing path to its originating
source, and honeypots - where vulnerable software
and services are hosted in order to allow activities
to be monitored. Kuznetsov et al [42] evaluated four
traceback approaches. Their criteria evaluated the
number of packets required, complexity, robustness
and ease of deployment. They found that current
approaches are at a disadvantage as they need a large
number of attack packets and require changes to
Internet infrastructure. Kuznetsov et al [42] concluded
that a better solution would be to embed traceback
functionality within key Internet devices. Belenky and
Ansari [6] proposed a framework for evaluating IP
traceback systems. Their criteria for traceback qualities
includes effects of partial deployment, processing
and bandwidth overhead, memory requirements and
scalability. They find that no traceback scheme is able
to meet each criteria. Strayer [73] produced a taxonomy
of stepping stone detection techniques. [26] evaluated
five traceback techniques; Probabilistic Packet Marking
(PPM), ICMP Traceback (iTrace), Deterministic Packet
Marking(DPM), Source-Path Isolation Engine (SPIE)
and a hybrid CenterTrack approach, classifying by
factors such as computational overhead and robustness.
Hamadeh and Kesidis [30] authored a taxonomy of
Internet Traceback techniques, separating the problem
into IP traceback, traceback across stepping stones, and
worm traceback. Vincent and Raja [76] published a
survey of IP traceback mechanisms, specifically looking
at overcoming DoS attacks by using two types of
IP traceback techniques; Packet Marking and Packet
Logging, with an exploration of a hybrid of them both.

These taxonomies and surveys focus on specific
families of techniques, which are each one category
within the field of technical attribution, and therefore
are limited in their approach when considering
attribution holistically, these surveys miss important
techniques when not accounting for all of them.
Wheeler and Larsen [79] were the first to classify
the landscape of technical attribution techniques and
thus critique their combined merits. A number of
taxonomies followed this approach. For example,Thing
et al [74] reviewed a number of attribution techniques
in the context of adaptive responses to DoS attacks.
Blakely also considered traceback as a mechanism to
identify cyber attackers by feature analysis [9].

The intent of an attack was explored by Duggan
[19] and included an assessment of attacker capability.
The research proposed a set of six generic threat
actor profiles and their level of proficiency over
seven characteristics, those being; available funding,
determination, stealth, physical access to the target,
software development skills, the perceived time it
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would take to develop an effect, and finally the size of
the organisation required to develop the effect. Barnum
[5] described a more detailed model of capability.
In this taxonomy the seven characteristics essentially
decomposed to a lower level of granularity. Barnum
also included an impact severity. Miller and Rowe
[47], in a survey of SCADA and critical infrastructure
incidents, included an impact of the attack, citing
the outcomes of cyber effects on ICS as including
disruption, distortion, destruction, disclosure or death.
Fleury et al [23] do not cover motivation or intent,
but proposed a framework based on an “attack-
vulnerability-damage”(AVD) model.

Zhu et al (2011) [82] described a taxonomy of cyber
attacks on SCADA systems and introduced the esoteric
nature of ICS to the various methods of attack that
these systems face. The research explained the focus
on data integrity and availability within such systems,
with a perceived reduced need (at least in the past)
for confidentiality. It went on to offer examples of
various attack surfaces and vectors, but did not offer
a repeatable model for categorising and analysing
attacks.

These taxonomies and surveys focus on specific
families of techniques, which are each one category
within the field of technical attribution, and therefore
are limited in their approach when considering
attribution holistically, these surveys miss important
techniques when not accounting for all of them.
Wheeler and Larsen [79] were the first to classify
the landscape of technical attribution techniques and
thus critique their combined merits. A number of
taxonomies followed this approach. For example,Thing
et al [74] reviewed a number of attribution techniques,
as did Blakely [9].

None of the individual taxonomies reviewed offer the
level of detail required in order to adequately define
the intent, capability, level of exploitation and impact
of an attack on an ICS, but there is merit in considering
a fusion of various elements of them all in order to
create a model of sufficient robustness to support an
international definition of the outcome of an attack
to allow agreement on ways and means to allocate
responsibility and resources to investigate.

5.1. ICS and Attribution Problem Catalogue

As none of the taxonomies reviewed offer the level
of detail required, it is therefore necessary to review
individual tecniques. In order to assess the usefulness
of an attribution technique to ICS we require a set of
criteria by which the technique's effectiveness can be
judged. The characteristics below have been used to
measure the effectiveness of each attribution method in
the context of an industrial system.

Performance: The ability to provide attribution func-
tions without degrading ICS performance.

Reliability: The ability to provide attribution func-
tions without adversely affecting the operating
and safety processes of the ICS facility.

Extent: The ability to monitor traffic from originating
source to the final end ICS device, including all
protocol transformations en route, to provide a
full picture of network behaviour.

Coherence: The ability to cross-reference traffic with
ICS device behaviours through the synchronisa-
tion of device logs to permit inspection of com-
mand execution.

Identification: The ability to identify the attacker from
behaviours or technical signatures.

Intent: The ability to determine the purpose of
the attack, whether successful or otherwise, to
provide suitable evidence and mens rea in order
to support a prosecution.

5.2. Review of Attribution Techniques
Traceback. Traceback is a class of methods that
encompasses techniques by which the traffic from a
target device is recursively stepped-back through its
routing path to its originating source device [63]. Figure
3 shows three paths that represent possible attack paths
from suspected attackers. Traceback creates an attack
graph showing the intermediate devices that the attack
passed through.

Figure 3. Theoretical Attack Graph [63]

Kuznetsov et al [42] aggregated the significant
research in this area into three distinct approaches and
evaluated their practicality. The first category included
manual methods of traffic tracing, and required the
routing device to support input debugging as well as
constraining the period of analysis to the duration of

5
EAI

European Alliance
for Innovation

EAI Endorsed Transactions on 
 

0  - 04 2016 | Volume 3 | Issue  | e3



A. Cook et al

the attack itself. The second category spanned logging
techniques, whereby routers persist information about
the traffic they have encountered. These were described
as impractical due to the storage requirements of
such a mechanism. One variant, however, the Source
Path Isolation Engine (SPIE) techniques of Snoeren
et al [68], capable of tracing the route of a single
packet through SPIE-compliant routers, could trace the
addressed storage issues by only collecting hashes of
the packets. While this reduced the storage overhead,
Gao and Ansari [26] highlight that the computational
requirements increased as a consequence. The third
category included the various methods of probabilistic
packet marking (PPM), and ICMP traceback (iTrace).

PPM, originally proposed by Savage et al [63], and
extended by Song and Perrig [70] and Belinky and
Ansari [6], used packet marking to sample a number of
packets with path data so that should a target device
receive a sufficient volume of such packets it could
reconstruct the entire path back to the source. Marking
information is stored in unused or infrequently used
packet header fields, such as the 16-bit Identification
field. Savage et al [63] suggest that 75 packets would be
sufficient when the path length is 10 and the number
of attackers is small. When the number of attackers is
large, this technique becomes ineffective; thousands of
packets are required and convergence time increases.

Song and Perrig [70] proposed Advanced and
Authenticated Marking Schemes (AMS and AMS
II). AMS advances upon the work of Savage et
al by compressing entire traceback data into the
Identification field. AMS II introduced authentication
so that each router used a unique secret key to mark
packets. Despite these modifications, the technique still
remained weak against distributed denial of service
attacks (DDoS) and spoofing. Goodrich [29] proposed
Randomize-and-Link which aimed to counter these
weaknesses. This technique used large checksums to
link packets across a wide spectrum meaning an
attacker's chance of spoofing was minimised. Finally,
Belenky and Ansari [6] proposed Deterministic Packet
Marking (DPM), which aimed to stop spoofing and
allow low packet quantity.

iTrace, first proffered by Bellovin et al [7], generated
out-of-band ICMP messages containing the same IP
destination address as well as the IP header of the traced
packet. It also included the IP address of the incoming
and outgoing interfaces. As long as the target victim
device received enough of these messages it could
reconstruct the attack path, although this was reliant on
the proper handling of ICMP traffic at all stages of the
traffic route. Kim et al [37] highlighted the dependency
on this method on correct BGP routing paths, and the
inadequacies of BGP authentication and monitoring of
changes. They proposed an augmented iTrace method
whereby AS-PATH and link connectivity data was also

included in the message in order to facilitate correct
validation of routing through autonomous systems.

Traceback methods typically require a modification
to the network infrastructure over which they will
operate, and it is questionable how cost-effective this
would be given the scale of the modern Internet. More
important, however, is that all traceback techniques,
including a hybrid model proposed by Korkmaz et
al [41], fail to address the nature of contemporary,
multi-stage attacks described by Clark and Landau [14]
whereby intermediary devices are coerced by malware
to infiltrate one computer to use as a platform to
attack a second etc., in an ongoing process of originator
obfuscation. At best, they will only attribute the attack
to a coerced device.

Traceback techniques suffer from a number of prob-
lems that mean deployment in the Internet environ-
ment is unlikely. Traceback techniques provide direct
artefacts such as the source IP address, however since
IP addresses may be associated with compromised
machines, this is of little use. It is only useful if
the owner of the IP address endpoint is willing to
fully cooperate and allow forensic investigation of their
machine(s). Traceback is intrusive, requiring infras-
tructure changes for deployment and packet/router
modifications, additional traffic or additional storage
and processing requirements. Furthermore, the onus of
who should manage these aspects is unclear. Finally,
traceback techniques may introduce new attack vectors.
For example, packet logging produces additional traffic
and could cause a DDoS attack in itself.

Traceback is considered against our assessment
criteria below:

Performance: Traceback functions require
mechanisms to capture and analyse traffic,
sometimes including router modification. This
would introduce a level of latency that is likely to
be unacceptable to an ICS operator.

Reliability: Traceback functions would require he
introduction of new elements in the ICS safety
chain that would require certification, and would
probably not be certified to operate within known
boundaries.

Extent: Currently traceback mechanisms only support
IP traffic. ICS include a number of non-IP-based
protocols that existing approaches would not
support.

Coherence: Currently traceback only focuses on traffic,
not associated log analysis.

Identification: Without modification of the infrastruc-
ture of the internet, traceback would not provide
a means by which end-to-end traffic could be
accurately monitored.
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Intent: Whilst the purpose of the traffic could be
assessed, traceback does not currently provide a
suitable evidence chain for a prosecution.

Honeypots. Honeypots approach the issue of attribu-
tion of attacks differently to Traceback methods, by
observing an attack in situ. A honeypot is a system, or
set of systems, where vulnerable software and services
are hosted in order to allow activities to be monitored
and logged.

Franz and Pothamsetty (2004) [57], created the
first publicly acknowledged SCADA honeypot. Their
goal was to determine the feasibility of building a
software framework to simulate a variety of industrial
networks and devices. They found that there was
a general lack of information relating to SCADA
vulnerabilities and attacks. A technical deliverable
was produced, a SCADA honeypot based on a low
interaction honeypot, Honeyd. Honeyd simulated many
network protocols such as HTTP, SMTP and FTP.
Honeyd could be extended to simulate more network
protocols using simple scripts. Franz and Pothamsetty
created scripts to simulate the SCADA functionality of
a Modicon Quantum device with HTTP, FTP, Telnet
and Modbus services. They also created a Java applet,
“StatusApplet.java”, which could be accessed via a
web server and simulated the status of a SCADA
field device. The technical implementation of this
honeynet was primitive and at a proof of concept stage.
Subsequently little effort was placed on concealing the
honeypot status. For example, the action event on the
HTML forms reads 'action=“honeyd-feedback.py”', an
indicator that the SCADA system is actually a honeypot.

Researchers at Digital Bond expanded upon the work
of Franz and Pothamsetty when they released two
VMWare virtual images [77]. One image contained a
SCADA honeypot based on Franz and Pothamsetty's
work and another image contained Honeywall to
monitor activity, collect data and prevent outbound
connections from compromised honeypots. Digital
Bond also included their Quickdraw rules, a collection
of Snort intrusion detection system (IDS) preprocessors
and plugins specifically for SCADA protocols. What
made this work unique was that the Honeywall image
could be placed in front of either the SCADA honeypot
or a real non-production PLC. The latter configuration
was important because it enabled a physical SCADA
device to be used as a honeypot.

In the following year Rrushi and Campbell [61] con-
tinued the trend of using real devices when they pro-
posed “reactor mirage theory”. Their proposal aimed to
use deception to detect intrusions against the nuclear
power sector. Their prototype made active decisions
to draw adversaries towards a honeypot which used
real industrial devices as honeypots. By populating the
environment with deceptive systems they increased the

possibility of an adversary targeting a non-production
system. Similarly, by using real devices as deception
systems and creating simulated activity, Modbus pro-
tocol traffic, they increased realism and decreased the
possibility of an adversary discovering that they are
interacting with a honeypot. Despite these benefits, the
costs associated with deploying many real devices for
deception purposes is high and any increase of network
traffic directly or indirectly on a production SCADA
network should be approached with close scrutiny.

In another academic proposal in 2009, Valli [75]
described a SCADA forensics framework which com-
bined the Snort IDS with two low interaction honey-
pots; Honeyd and Nepenthes. The idea was to replay
known SCADA exploits in a controlled lab to create
network IDS rules which would then influence configu-
rations for the two honeypots. However, it is unclear if
this initial proposal received further attention.

Dacier et al [17] considered attribution in their study
of low-interaction honeypots to differ from that of
traceback, i.e. “determining the identity or location
of an attacker or an attacker's intermediary”. Instead
they approached the issue in terms of defining a
series of “attack events”that were observed to model
the attackers'modus operandi. Attack events comprised
a series micro attack events that occurred during
observed periods of time, which were then analysed to
attempt to establish connections between them in order
to form an aggregate of activity into a “Misbehaving
Cloud”(MC). The paper illustrated various means to
correlate the observed activities into such MCs at an
attack level, thus demonstrating the attack techniques,
but did not apply this to a wider analysis of the
data advertised on the honeypots and the correlation
between the attack method and the ultimate aim of the
attacker. Pouget and Dacier [58] attempted to address
this in a later paper that used clustering algorithms to
analyse the data captured by a honeypot and presented
methods to identify the root causes of attacks, stating
that “identifying the root causes is a prerequisite for a
better understanding of malicious activity”. The results
however, did not propose a framework in which to
attempt to assess the attacker's intent.

Spitzner [71] highlighted the limitations of honey-
pots due to the narrow field of view available to them,
and that it only allows a focus on attacks against specific
targets (i.e. the honeypot). He highlighted that while the
data capture can be very rich, it does not encompass all
of the surrounding behaviour that may occur outside
of the honeypot that may indicate the wider events
associated with an attack.

In order to try and address this issue, Wagener et al
[78] adopted high-interaction, self-adapting honeypots
that introduced simulated failures into the interactions
to repeatedly attract attackers and lure them into
revealing as much information about themselves as
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possible. The study noted that attackers showed a level
of determination to achieve their perceived objectives
and that “we assume that attackers are rational and
follow a specific goal during attacks”, implying a
further focus on modus operandi.

The SCADA honeypot proposals discussed so far
focused on the assumption that attacks are network
borne. In 2012 students at Bonn University in Germany,
led by Sebastian Poeplau, created Ghost USB, a
honeypot which emulates USB devices to counter the
threat of malware that propagated by removable media
[56]. Currently, Ghost USB supports 32bit Windows
XP/7 and is supported by the Honeynet Project. The
project has obvious uses for SCADA systems; Stuxnet
was presented as a use case for Ghost USB, since
the malware propagated by USB devices connected
to SCADA engineer workstations. This tool could be
deployed on production systems with little cost and is
readily available.

Wilhoit [80] attempted to address the attribution of
attacks specifically against ICS by employing a set of
honeypots that advertised themselves as an operational
system with PLCs attached. The honeypot architecture
ran the BeEF framework (Browser Exploitation Frame-
work Project) [3] to embed a script into web pages
that was executed every time an attacker compromised
the site authentication. The script determined the geo-
graphical location of the attacker, as well as capturing
statistical information. The study managed to identify
the locations of the attackers, and made a high-level
assessment of the perceived intent of the attacks, stating
that if “an attack was targeted in nature, for instance,
but did not compromise the operation of a target ICS
device, the attackers’ motivation could be espionage or
information gathering. If an attack, however, compro-
mised the operation of a target ICS device, depending
on how badly it was affected then the motivation could
be considered destructive in nature”. There would be
merit in considering this research in the context of the
Miller and Rowe [47] taxonomy.

Most recently the Honeynet Project has announced
and released Conpot, which aims to simplify the process
of setting up SCADA honeypots [59]. Conpot currently
supports Modbus and SNMP, however the developers
intend to add support for other protocols. The tool
simulates the Siemens S7-200 PLC. Conpot feeds into
HPFeeds, a data sharing platform which is used by a
number of the Honeynet Project honeypots.

Performance: Honeypots can be deployed so that they
do not introduce additional links in a process
chain, and if properly located, can avoid impact
on existing operations.

Reliability: Honeypots can be deployed away from
critical systems and networks to avoid impacting
operational processes.

Extent: Honeypots could simulate serial or bus con-
nected devices, or perhaps have some physically
attached, but they would not necessarily provide
a representative architecture in a complex envi-
ronment.

Coherence: Honeypots only provide a view of attack
behaviour from the device itself, and by its nature
encourages the attacker to that device. Wider
situational awareness of other malicious activities
is not maintained.

Identification: As the attacker is encouraged towards
particular devices, repeat activities can be identi-
fied and recorded, and mechanisms deployed to
increase the level of confidence of attribution.

Intent: The purpose of the attack on they honeypot
device will become apparent, however the legal
issues of entrapment are yet to be addressed in
this matter.

Digital Forensics Techniques. Digital Forensics is a broad
subject which involves the recovery, acquisition and
investigation of digital evidence. In traditional IT
domains commercial tools such as EnCase [69] and
FTK [1] and open source tools such as Sleuthkit and
Autopsy [67] are used to acquire, analyse, and report on
digital evidence. These tools tend to be specific to x86
and x64 processor architectures and targeted towards
file systems, such as FAT, NTFS and popular operating
systems, such as Windows and Linux.

Forensics in a SCADA environment could identify
attribution data to identify perpetrators. In the SCADA
network segment and field device segments there are
a broad range of devices which may store a wealth of
digital evidence. However, SCADA systems come with
a unique set of challenges for forensic analysis. For
example, the standard forensic procedure for taking
a bit-for-bit disk acquisition involves switching off a
system, connecting the hard disk to a write blocker and
acquisition system and then waiting for the acquisition
to complete. Switching off a SCADA system which
monitors and controls critical infrastructure is unlikely
to be an option. One way to mitigate this issue is to
have fail over systems. However, this is costly and if the
fail-over system is a duplicate of the original system, it
might be infected in exactly the same way.

The diversity of devices that a forensic investigator
can encounter in the SCADA environment is far wider
than that of the traditional IT domain. Traditional IT
systems have a lifespan of a couple of years, perhaps 10
at most, whilst ICS will typically remain in service for
20 years [49] [4]. However, as PLCs and other SCADA
devices continue to move towards commercial off-the-
shelf hardware and software, the forensic analysis of
SCADA systems becomes standardised and therefore
simpler.
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Among the diverse devices found in SCADA
environments is the Historian, which is essentially a
database management system (DBMS). It collects a
wealth of data to enable auditing, trend analysis and
anomaly detection. As a DBMS, traditional database
forensics techniques should be suitable for these
devices. However, unlike the historian, many of these
devices encountered are unlikely to have persistent
memory. It is true that “most process control systems
were not built to track their processes, but merely to
control them”[50]. For example, the Siemens S7-300
PLC uses a micro memory card (MMC) for storage [66]
which ranges from 64KB to 8MB, while integrated CPU
memory for this device ranges from 32KB to 2MB.

With this absence of persistent memory, researchers
have proposed the use of another technique from the
traditional IT domain to SCADA; live forensics. In
live forensics data acquisition takes place while the
system is operational. In traditional IT systems, tools
are used to capture running processes, RAM memory,
browsing history and more, in the order of volatility.
Performing live forensics on an operational machine in
a SCADA environment prompts significant challenges;
accidentally causing the machine to crash could be
catastrophic. Ahmed et al [2] discusses this issue and
suggests using fail over systems to allow for live forensic
analysis to take place. Another challenge is that post-
incident the investigator is competing with recovery
efforts which will most likely destroy evidence. There
is also clearly a logistics concern when performing
SCADA forensics. Field devices could be located many
miles away, perhaps on different continents, or perhaps
in difficult to reach places, such as on the ocean floor.
Physically reaching these devices may not be possible.

Forensics is primarily a practitioner-led field with
research taking place as and when it is required. In
a recent effort to outline a research agenda for this
field, SCADA forensics was identified as a predominant
theme [50]. The following points were identified as near
future research for forensics in SCADA systems:

1. Collection of evidence in the absence of persistent
memory.

2. Hardware-based capture devices for control
systems network audit trails.

3. Honeypots for control systems as part of the
investigatory process.

4. Radio frequency forensics.

5. Intrusion detection systems for control systems.

Digital Forensics techniques are considered for
applicability against our criteria as below:

Performance: Forensic techniques require mechanisms
to record behaviour which may degrade perfor-
mance.

Reliability: The requirement for additional monitor-
ing will have a performance impact on devices not
scaled to support facilities beyond their original
scope. Additionally, the process may also require
compromised devices to be taken out of service in
order to facilitate an analysis.

Extent: The lack of support for proprietary devices
and operating systems limits the scope of its
applicability.

Coherence: If all elements of an ICS could be deployed
with forensic tools, the possibility for an end-to-
end analysis of attack behaviour increases.

Identification: The ability to identify the attacker from
behaviours or technical signatures would depend
on the capabilities of the overall suite of forensic
tools deployed, their ability to integrate to a
coherent time source and operate in proprietary
environments. This currently limits the scope of
its deployment.

Intent: Forensic tools would support the identification
of targeted devices, and may add weight to other
evidential means, but by themselves they do not
provide attribution suitable for taking forward a
prosecution.

Network Forensics. Another field of forensics used
in traditional IT systems is network forensics. This
field primarily involves two stages: collecting network
messages and analysing network messages. Existing
infrastructure such as switches and routers can be
configured to collect messages, or extra equipment
can be deployed, such as a network tap device. By
logging messages to files, analysis can take place during
an attack or post-attack. During analysis of network
traffic, attribution data can be found, such as connection
source, time of connection, commands that were sent
and payload data.

Collection of data is relatively straightforward. An
organisation must identify points in the network where
they wish to collect network data. Mahmood et al [45]
describes traditional network analysis problems and
network sniffer deployment in a SCADA environment.
An area that will require further consideration is
when traditional communication channels other than
Ethernet are used, such as RS232 and radio link.
Specialist sniffers will be required in this instance.
Traffic should be stored in known network capture
formats, such as PCAP. Wireshark, a popular network
sniffer and packet analyser tool, already has dissectors
for some SCADA protocols, including Modbus [34],
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DNP3 [16] and FINS [55], a proprietary protocol,
however there are many SCADA protocols that are not
supported.

Full packet capture in a traditional IT system can
cause problems due to the high volume and large
packet size. In a SCADA environment traffic volume
is generally much lower and message sizes are much
smaller. Message content is likely to be significantly less
diverse, as content is machine generated and not user
generated. This results in network collection devices
requiring less storage and processing power, meaning
that organisations can make savings or deploy more
devices.

Of course, similar to traceback, network forensics
will only be able to identify attacks that use network
communications as a vehicle for attack. Those that use
removable media will not be visible.

Network Forensics techniques are assessed against
our criteria as follows:

Performance: Many ICS protocols are optimised for
performance. The introduction of devices into
the communications chain will require significant
testing to prove it will not increase latency.

Reliability: Significant testing will be required to
ensure that the introduction of devices will not
impact the boundary conditions of the system.

Extent: The lack of support for proprietary protocols
and non-IP bearers limits the scope of its
applicability.

Coherence: Network forensics, offer the ability to
capture wider attack behaviour as it extends
beyond individual devices. However, the lack of
support for non-IP protocols and bearers limits its
utility.

Identification: Behaviours across the network would
allow for attack tools and techniques to be
analysed for commonalities.

Intent: Network forensics would, if deployed across all
elements of the ICS, provide a means to ascertain
the intent of the attack.

Malware Analysis. Malware, in its various forms; virus,
worm, trojan, adware, spyware, back doors and rootkits,
may be analysed to identify characteristics which could
be used as an attribution data source. Malware analysis
in the traditional IT domain can be split into two areas:
behavioural analysis and code analysis.

Behavioural analysis examines the way that malware
interacts with the environment. Malware might make
changes to the registry, create new processes, hide
files, execute other binaries, contact command-and-
control servers, cover tracks by deleting evidence of
its modifications (as Stuxnet did), disable security

protections, record user interaction (e.g. keylogging),
harvest sensitive data, exfiltrate data, attempt to
update, pivot to other systems, establish back doors
and more. A controlled sandbox environment is usually
created to examine this behaviour. Virtual machines are
commonly used for this task as they can be quickly reset
with snapshot/roll-back functionality. A wide range
of tools are available to analyse malware behaviour
in the traditional IT domain, such as the Microsoft
Windows SysInternals suite [46]. The investigator can
change the sandbox environment to illicit a response
from malware. Examples of change include:

1. Introducing new services, files and removable
media.

2. Introducing Internet connectivity.

3. Browsing websites, sending and receiving e-mail.

4. Inputting passwords and other sensitive informa-
tion.

The response, or lack of response, helps to identify
what the malware does. The process of behavioural
analysis can be automated with tools such as CWSand-
box [62] which monitors Windows system calls made
by malware. Behaviour analysis tools and environments
are fairly limited to operating systems used in tradi-
tional IT environments e.g. Windows and Linux; they
do not support the firmware found on SCADA PLCs and
RTUs. Ahmed et al. (2012) [2] identified that SCADA
simulation environments should be created, possibly
by Universities and industry partners, and this would
certainly help to rectify this issue.

Code analysis is concerned with examining the code
that makes up the malware. Source code for malware
might be available, although it is unlikely. If by chance
it is then source code analysis can take place. Otherwise,
reverse engineering and debugging take place. Reverse
engineering involves restoring the malware's binary
machine code to human-readable assembly code, using
tools such as IDA Pro [31] and OllyDbg [54]. These tools
are particularly effective at reversing binaries compiled
for x86, x64 and ARM CPU architectures. The code
can then be executed in a debugger to step through
the instructions, inspect register contents, identify
embedded strings and set breakpoints to determine the
malware's functionality.

Practitioners used reverse engineering against the
Stuxnet malware [21]. They identified clues in the
code, such as binary compile times, suspicious variable
names, registry keys that appear to be dates and
directory names that might be biblical names. Some
or all of these clues could have been false flags;
data that was purposely crafted to implicate another
entity as the malware authors. Symantec consulted the
expertise of established SCADA practitioners in order

10
EAI

European Alliance
for Innovation

EAI Endorsed Transactions on 
 

0  - 04 2016 | Volume 3 | Issue  | e3



Attribution of Cyber Attacks on Industrial Control Systems

to understand the effects that the Stuxnet malware had
on the Siemens PLCs. This again highlights the diverse
skill sets required for the SCADA environment and
the necessity for security professionals to work closely
with SCADA engineers. Code analysis was also used to
identify re-use of code and libraries; Stuxnet, Flame and
Duqu were identified as having shared code.

Malware Analysis techniques are reviewed against
our standard criteria below:

Performance: As malware analysis occurs after an
infection has been discovered, and takes place in
an environment away from operational systems,
the process has no impact on ICS performance.

Reliability: Similarly, the offline analysis has no
impact on safety processes.

Extent: The propagation of the malware can be
determined if it leaves a persistent footprint,
although it does not necessarily provide evidence
of a targeted progression through systems and
devices.

Coherence: Malware analysis provides limited oppor-
tunities to cross-reference traffic and behaviours.

Identification: The reverse-engineering of malware
may highlight commonalities in coding tech-
niques, naming conventions and other identifiable
features.

Intent: The functionality of the malware can be
assessed as to its purpose, and from that its likely
targets.

Intelligence-led Attribution. A number of non-technical
investigatory techniques may offer alternative or
complementary approaches to assigning attribution to a
cyber attack. For the purposes of this survey these have
been categorised as âĂŸintelligence-ledâĂŹ techniques.

As technical attribution techniques offer limited and
varying degrees of actionable data. Carr [11] proposed
that the “one thing you can count on is that someone has
to pay for the necessities of virtual combat. Therefore,
one sound strategy in any cyber investigation is to
follow the money trail created by the necessary logistics
of organizing a cyber attack – domain registration,
hosting services, acquisition of software, bandwidth,
and so on.”He highlighted that although false identities
are often used when registering and acquiring services,
the increased use of social media and the increasing size
of individual and corporate digital footprints allows
for a forensic examination of online presence and
identity may reveal such deceptions. Gantz et al [25]
estimated that approximately 45GB of data existed
for every person on the planet. They also discussed
the analysis of âĂŸdigital shadowsâĂŹ, that ambient

content data created by traffic cameras, use of ATMs,
online transactions etc.

An analysis of alleged Chinese computer attack
behaviour [13] resulting from a reported seven years
of covert observation offered an insight into the
scale and complexity of attacks on ICS. Targets
included transportation, navigation, engineering, food
and agriculture, chemicals, energy, aerospace and
mining - all areas where industrial control systems
were likely to be used. Its attribution of the observed
attack behaviour to China was based upon a mix
of technical measures and intelligence data gathering
and analysis. In particular, the report focused on
commonalities between attack methods, consistencies
in naming conventions and comparative analysis of
malware.

Both Fireeye [22] and Shivraj [65] described the
consistency in attack behaviour observed from common
sources. Fireye leveraged their position as a supplier
of commercial security products to gather and analyse
APT callback traffic and events in order to establish
patterns of behaviour and command and control
traffic. Shivraj [65] defined the stages of contemporary
APT behaviour with a focus on SCADA attacks and
illustrated how common malware approaches can be
applied to ICS targets with limited alteration required,
at least at the early stages of an attack. The combined
findings of both papers could be potentially combined
to provide an indication of attack attribution and a
tangible assessment of where the target is in the attack
cycle, and therefore what preventative measures may be
appropriate as a consequence.

Langner [43], in his investigation of the Stuxnet
malware, was unable to provide any substantive
evidence to attribute the originator of the code, but
did find significant indicators as to the evolution of
the software and its intended effects. In particular,
he highlighted the level of industrial process and
control system knowledge required to develop the
malware, and speculated as to the high level of testing
that would have been required to prove the payload
prior to its release. The necessity for the malware
to traverse the traditional IT layers of the target
environment before its compromise of the industrial
control system to damage the physical elements of
the system under control gave rise to a complex piece
of software. Langner [43] believed that to develop
Stuxnet required nation-state resources. Although he
provided no irrefutable evidence for this, he presented
a compelling argument based on the complexity of
the development undertaken. Knake [38], took a more
pragmatic and empirical view when testifying to the US
House of Representatives on the cyber threat, stating
that at the uppermost level of threat, that of a nation-
state, the issue of attribution is simplified as “there
are a limited number of actors capable of carrying
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out such attacks.”It is perhaps worth considering the
requisite capability of an actor when attempting to
assign attribution to a covert attack.

This concept of nation-state capability was extended
by Geers et al [28] in an attempt to characterise
the motivations and nature of state-sponsored cyber
attacks. In a discussion of cyberwarfare, the paper
proposed that “[a] cyber attack is best understood not
as an end in itself, but as a potentially powerful means
to a wide variety of political, military, and economic
goals.”In this context, an analysis of the intent of an
attack would perhaps elucidate which nation-state(s)
would benefit from the outcome of the attack, and from
this we could derive motive. While not an attribution
method in itself, it would allow for an investigation into
attribution to be focused on likely perpetrators.

In a post-Stuxnet analysis, Bencsáth et al [8] under-
took comparative analyses of malware in their inves-
tigation of the Duqu, Flame and Gauss executables.
The report highlighted that Duqu shared “striking sim-
ilarities with Stuxnet”and proposed that there were
indications that the three malware tools were part of
the same family, suggesting at least a partial common
source.

Accepting that there are inherent problems with
absolute attribution of cyber attacks, Kalutarage et
al [35] proposed a probabilistic approach based on
Bayesian methods. The methodology divided the prob-
lem into two smaller domains; evidence fusion and
aggregation (described as “accumulation”), and the sub-
sequent analysis (described as the “anomaly defini-
tion”). The accumulation allowed for the incorporation
and use of many Bayesian approaches and prepared
the anomaly definition to allow the analysis of attacker
activity patterns within a series of node profiles. The
data used in the experimentation came from a series
of logging techniques and appeared to be entirely IP-
based. However, there appeared to be nothing in the
methodology that would preclude the use of serial
data or historian records from an ICS. In the context
of intelligence-led attribution analyses, there may be
some valuable research to be undertaken in the field of
probabilistic attribution.

Performance: As intelligence-led analysis requires no
specific hardware or software to be deployed into
the ICS, it has no impact.

Reliability: As above, no changes to the operational
systems are required.

Extent: Without technical means, the level of penetra-
tion of an attack cannot be determined.

Coherence: The process does not determine how the
attack was achieved.

Identification: An analysis of tools, techniques and
methods of known malicious actors can be used to
determine a subset of possible attack originators.

Intent: A broad analysis of the attack can allow non-
technical impacts of the attack to be considered,
including financial losses, reputational impact
etc., and an assessment of who would gain as a
result of the attack.

6. Summary of Attribution Techniques
Table 2 summarises the review of the attribution
techniques by assigning a value of low, medium or
high that refers to the techniques ability to support
the chosen assessment criteria. A value of 1, 2 or 3 is
assigned respectively, allowing an overall assessment to
be produced (out of a possible total of 18).

7. Conclusions
This study has identified few publications on the
subject of the attribution of attacks on industrial
control systems, and none where the problem has
been explored to any significant depth. Technical
research on the related subject of IP traceback has
highlighted that while the research areas are maturing,
the techniques do not address the multi-stage nature
of contemporary cyber attacks and only serve to
identify the device from which the attack was launched.
Honeypots offer a potentially richer dataset from which
to analyse the source of an attack, and begin to look
for repeated patterns of behaviour, but relies on an
organisation being prepared to leave devices open to
exploitation by malicious actors in order to obtain
this information. Few of the publications reviewed
provided a detailed analysis of the nature of industrial
protocols, particularly those not based on IP, and the
need to integrate logging and monitoring data into any
attribution mechanism in order to assess the entire
attack chain.

The international legal frameworks for dealing
with cyber attacks appear fragmented and do not
lend themselves to addressing transnational malicious
activities. In order to prosecute for such behaviours it is
necessary to identify the human, or group of humans,
responsible for the attack. Technical attribution cannot
achieve this. In order to prosecute, or in the extreme
case of cyberwarfare, to retaliate, it is necessary to
determine mens rea. This intent cannot be defined
by technical means alone, nor can it be determined
absolutely. Alongside the technical means that can be
applied during or after an attack, there are a number of
intelligence-led investigatory methods and techniques
than can be adopted to determine the motivations and
capability of an attacker, along with their previous
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Table 2. Summary of Attribution Technique Assessment.

Traceback Honeypots Digital
Forensics

Network
Forensics

Malware
Analysis

Intelligence
Led

Performance Low High Low Low High High
Reliability Low High Low Low High High
Extent Low Medium Low Medium Medium Low
Coherence Low Medium Medium Medium Low Low
Identification Low Medium Medium High Medium High
Intent Low Low Low High High High
TOTAL 6 13 8 12 14 14

modus operandi, in order to present a probabilistic
picture of the originator of the attack.

8. Future Research Opportunities
This study suggests that further research into the end-
to-end chain of attacks on industrial control systems,
covering all elements of their architecture, is required
to allow comprehensive attack taxonomies to be defined
and applied. This study also suggests there is merit
in research into a methodology that encompasses
both technical and non-technical techniques to form a
probabilistic model of attribution.
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