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Abstract. The swift advancement of Internet technology has intensified the issue of informa-
tion overload. Consequently, users face difficulties in efficiently navigating extensive data and
locating content tailored to their interests. To handle this issue, this paper proposes an enhanced
movie recommendation system that leverages a hybrid approach combining collaborative filter-
ing, content-based filtering, and Singular Value Decomposition (SVD). By analyzing the Movie-
Lens dataset, we identify critical features and develop hybrid models that aim to improve upon
existing methods by harnessing the strengths of each filtering technique. Our hybrid methods seek
to bypass the constraints of individual filters, enhancing prediction accuracy and recommendation
relevance. The experiments demonstrated that combining these techniques significantly reduces
Root Mean Square Error (RMSE) and Mean Absolute Error (MAE), indicating improved per-
formance. Our findings show that hybrid approaches improve movie recommendation systems.
They offer more personalized and accurate recommendations. However, there may be limitations
to these methods. Therefore, future research should investigate these limitations and work on
refining the techniques. The goal is to achieve even better performance.

Keywords: Movie recommendation, Hybrid filtering algorithm, Collaborative filtering, Content-
based, SVD

1 Introduction

Movie recommendation systems have become a key element in the field of personalized ser-
vices, in large part due to their ability to cater to the diverse and ever-changing tastes of their users.
The proliferation of online streaming platforms and the rapid growth in the number of movies have
necessitated the development of sophisticated recommendation algorithms. The focus of this re-
search is to enhance movie recommendation systems through an exhaustive examination of a hybrid
approach that incorporates collaborative filtering, content-based filtering, and singular value decom-
position (SVD) [1].
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The main goal of this research is to design an enhanced movie recommendation system that
leverages hybrid techniques to improve prediction accuracy and recommendation relevance. To
achieve this objective, we pose the following research questions:

1. How does the standalone performance of collaborative filtering, content-based filtering, and
SVD compare for movie recommendations using the MovieLens dataset?

2. Does combining collaborative filtering and content-based filtering improve prediction accu-
racy?

3. How does including SVD in hybrid models affect movie recommendation performance?

4. What is the optimal hybrid configuration combining collaborative filtering, content-based fil-
tering, and SVD?

By integrating collaborative filtering, content-based filtering, and SVD, our study hypothesizes
that the hybrid approach will significantly improve the prediction accuracy and personalization of
movie recommendations compared to using individual filtering techniques in isolation. Utilizing
the MovieLens dataset, which is a standard in recommendation system research, adds credibility
to our study and allows for comparability with other studies. Through a detailed thematic analysis
and comparison of performance across methods and studies, we aim to demonstrate the value of our
work and make contributions to the development of movie recommendation systems [2].

2 Literature Review

Previous research in this area has focused on utilizing either collaborative filtering or content-
based filtering approaches [3]. Collaborative filtering algorithms rely on similarities between users’
past ratings or behaviors and have been effectively implemented by platforms such as Netflix and
Amazon [4]. These algorithms infer user preferences for novelty items by utilizing the interests of
comparable users. Meanwhile, content-based filtering techniques, which recommend movies sim-
ilar to a user’s previous favorites based on attributes such as genre, director, or actor, have been
effectively utilized by platforms such as Hulu and YouTube. While these approaches have shown
considerable promise, they all have inherent limitations [5]. Collaborative filtering struggles with
data sparsity and cold-start issues, while content-based filtering may ignore collaborative signals that
may lead to more diverse recommendations.To address these challenges, researchers have increas-
ingly explored hybrid recommendation systems that combine multiple techniques to leverage their
respective strengths [6].

Hybrid recommendation systems have gained significant attention in recent years due to their
ability to overcome the limitations of individual filtering methods. Several studies have investi-
gated the combination of collaborative filtering and content-based filtering, demonstrating that hy-
brid models can often achieve better performance than either method alone [7]. For instance, Jung
et al. proposed a hybrid model that combines collaborative filtering and content-based filtering
using weighted summation, showing improved recommendation accuracy compared to standalone
methods [8]. Similarly, Geetha et al. developed a hybrid approach that integrates user-based and



item-based collaborative filtering with content-based filtering, reporting enhanced performance in
terms of both precision and recall [5].

Moreover, the integration of matrix factorization techniques, such as Singular Value Decom-
position (SVD), into hybrid recommendation systems has also been explored. SVD is a complex
matrix decomposition technique that can decompose the user-item rating matrix into smaller, more
manageable components, uncovering underlying patterns and relationships that are not immediately
apparent. The combination of SVD with collaborative filtering or content-based filtering has been
shown to further improve recommendation accuracy. For example, Afoudi et al. proposed a hy-
brid model that combines content-based filtering with SVD-based collaborative prediction using an
artificial neural network, achieving state-of-the-art results on several benchmark datasets [1].

Inspired by these seminal works, our research endeavors to overcome the constraints inherent in
individual filtering methodologies by investigating hybrid frameworks that synergize the advantages
of collaborative filtering, content-based filtering, and Singular Value Decomposition (SVD).Our
work builds upon the foundational research conducted by various scholars, particularly those who
have studied the efficacy of hybrid recommendation systems. However, a huge gap remains in the
literature regarding the optimal configuration of hybrid models that combine these three techniques

[8].

3 Data and Exploratory Data Analysis

The datasets used for this study was obtained from the MovieLens website, a well-known
source for movie rating data frequently used in recommendation system research [9]. The datasets,
called ml-100k, contains extensive information on user interactions with movies, including datasets
like user items, user-base, user-test etc.

For this project, the datasets contained the following parts that are actually used:

ul.base and ul.test: the training set and the testing set for the future work

u.data:It consists of 10,000 ratings from 943 users for 1682 movies. Each user rates at least 20
movies. Users and movies are numbered sequentially starting with number 1. The data is sorted in
arandom way. Label delimited list: user id — item id — rating — timestamp

So, about the dataset, it has a medium size, which enables us to increase our conclusion’s reli-
ability compared to smaller size datasets, meanwhile a modest dataset wouldn’t be time-consuming
[10]. As aresult it is perfectly suited for our project.

Upon examining the dataset, it was observed that a small percentage of the data contained
missing values. Since the missing data was minimal and did not constitute a significant portion of
the overall dataset, it is better to remove the records with missing values rather than attempting to
impute them with mode, because it was time data that was missing and fill in with mode would
help nothing [11]. This decision was made to maintain the integrity and simplicity of our analysis,
assuring that the data utilized for training and testing the recommendation algorithms was as clean
and accurate as possible.Another point needing to be mentioned was that the preprocessing of the
datasets was already done since it is well known that others have already been using the datasets in
their papers directly without some cleaning or standardization, so it was acceptable that the data
quality was good and capable for our research project.



4 Model Analysis

As embarked on the construction of the model, it was essential to first examine the standalone
performance of collaborative filtering, content-based filtering, and Singular Value Decomposition
(SVD). Subsequently, plans were made to explore hybrid methods by combining these techniques in
various configurations. The question arose whether to hybridize each pair of methods or integrate all
three together. In the research, primary emphasis was placed on the content-based method, aiming
to hybridize it with both collaborative filtering and SVD separately, and ultimately to combine all
three methods, in the hope of enhancing the performance of the recommendation system [12].

And it is also necessary to mention the consideration of features. This is closely linked to the
choice of hybridizing the three methods mentioned above. To create a recommendation system using
hybrid methods, it is crucial to identify the relevant features to work on. Working on inconsequential
features may result in a model with poor performance. To select the important features, the light-
GBM algorithm, which belongs to the boosting family, was used. The main theory of lightGBM,
similar to XGboost, is to use the negative gradient of the loss function as an estimate of the residual
of the current decision tree to form a new one. However, in this case, lightGBM outperformed XG-
boost due to its higher training efficiency [13]. After the iteration, the 3 most important features for
the model were successfully selected.

4.1 Measurement

There are various approaches to determine the quality of a recommendation system, such as
AUC or precision. In this study, the performance of the proposed hybrid recommendation system
is measured using two widely recognized evaluation metrics: Root Mean Square Error (RMSE) and
Mean Square Error (MSE). These metrics are particularly suitable for evaluating the accuracy of
predicted ratings against actual user ratings in recommendation systems. In the proposed hybrid
recommendation system, RMSE and MSE are used to assess the effectiveness of the model across
different configurations, including pure collaborative filtering, content-based filtering, SVD-based
predictions, and their combinations. By comparing RMSE and MSE values across these methods,
the aim is to identify the optimal configuration that minimizes prediction errors and enhances overall
recommendation accuracy. The goal is to achieve lower RMSE and MSE values in the hybrid model,
indicating that the integration of collaborative filtering, content-based filtering, and SVD results in
improved predictive accuracy compared to each method used in isolation.

4.2 Hypothesis testing

To assess the effectiveness of the proposed hybrid recommendation system, hypothesis test-
ing was carried out to determine whether the hybrid approach (combining collaborative filtering,
content-based filtering, and SVD) significantly improves prediction accuracy compared with using
content-based filtering alone. It’s natural that the null hypothesis is that the hybrid recommendation
system does not make a significant difference, while the alternative hypothesis is that the hybrid
recommendation system does make a significant difference.



4.3 Content-based Filtering

As mentioned before, other methods were hybridized with content-based filtering. This was
because it is the most important feature of the dataset and it is common in daily life to receive
recommendations for similar content. The core theory behind content-based filtering is based on the
assumption that items can be described by a set of features or attributes, and these attributes can be
used to infer user preferences. Each item (in this case, a movie) is represented by a feature vector,
a collection of attributes that describe the item. In this case, a movie can be described by its genres,
movielD, and ratings.

When developing the model, the most significant part of the method is the cosine similarity, a
widely used tool to evaluate the similarity between two items , more specifically, the user’s vector
and the feature vectors of movies in the dataset [14]. The formula is below:

CosineSimilarity = Mﬁ*ﬁ (D)

The result of the content-based filtering is that the MAE and RMSE are 0.8532 and 1.0898
respectively. Figure 1 below clearly shows the flow of content-based filtering.

ey for each movie, extract the feature
-------------------- {_ }reeeel information, intergrate the feature into

feature vectors to represent the movie

Step1

_ calculate the simliarities use the TF-IDF method
Lwanet ) S— -| of each movie using the Je=re=ree (G LILIERL to derive the feature
cosine measurment matrix of each movie

Step3 Step2

} for each user,calculate the - [ predict the ratings of users for g
"« simliarities between the rated  frerere-- [T the non-rated movies, using ~ fr=+-+--4 o Fecrereeqeegend
films and non-rated films the weighted average method

Step4 Step5

Fig. 1. Content -based Filtering Flow Chart

A ZjEN(u) Sim(iaj)'ru,j
! Y jen(w) Sim(i, j)
The formula (2) tells how to calculate the predicted values , the term sim(i,j) refers to the cosine

similarity between movie i and j while N(u) denotes the set that user u has rated. So it is quite
apparent that based on the known ratings r,, ; , we can obtain the desired one #, ; [15].
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4.4 Hybrid Collaborative Filtering and Content-Based Filtering

Before the hybridization, it was necessary to know that KNN (k-nearest-neighbors) was being
used as the tool for collaborative filtering. This raises the question: what is the optimal k value? It
is known that the initial k value is quite important for KNN, as an inappropriate k may cause the
algorithm to not converge, let alone result in a low-quality model. Cross-validation will be applied
to choose the optimal k without the need to resplit the dataset, as a train-set and a test-set are already
available. A simple conclusion was first reached that the k value should be moderate. Since a k value
greater than 100 or less than 5 results in a higher RMSE and MAE, the desired k value should be in
the interval of 5 to 100. Then, a vector was created to store all possible k values in that interval, and
a for-loop iteration code was used to select the one with the lowest arithmetic mean of RMSE and
MAE. The optimal k value obtained was 70 [16].

After the k value is determined, the hybrid method can proceed. The collaborative filtering
model was retrained using this k on the entire training dataset. The predictions from this optimized
model were then integrated with the content-based filtering predictions to form the final hybrid
recommendation. The output of the MAE and RMSE are 0.8199and 1.0360,respectively. Figure 2,
shown below, clearly depicts the flow of KNN collaborative Filtering.
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The formula (3) and (4) , have many resemblances , the main idea is like formula (2) , but the method
to derive the rating r, ; and the similarity sim(i,j) is different , one involves KNN algorithm , while
the other one involves the item collaborative filtering .

4.5 Hybrid SVD and Content-based Filtering

Singular Value Decomposition (SVD) is a powerful matrix factorization technique used in
statistics to decompose a large user-item matrix into smaller, more manageable components. Now
since we have transformed abstract data into vectors and matrices, the SVD is capable to be applied
in the recommendation system.The core idea behind SVD is to reduce the dimensionality of the data
while preserving the most significant information. This is particularly useful in dealing with sparse
matrices.

The original user-item rating matrix R can be decomposed into three multiples R ~ U Y V" and
here the dimension of V is k*k, where k is a hyperparameter needed to be chosen carefully. However,
the entire process of choosing this k is parallel to that in the KNN method. A primary interval was
set, an iteration was built, and the best option was chosen based on RMSE and MAE. The optimal
k value obtained was 5. The hybrid model that combines SVD with content-based filtering takes
advantage of the strengths of both approaches.SVD excels at capturing latent relationships in the
data that are not immediately apparent from the raw ratings, while content-based filtering ensures
that recommendations are aligned with the user’s known preferences based on movie attributes.The
output of the MAE and RMSE are 0.8178 and 1.0344, respectively. The following figure, Figure 3,
shows the flow of SVD.
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Fig. 3. SVD Flow Chart

4.6 Hybrid Collaborative Filtering, Content-Based Filtering, and SVD

The pairwise combination was tried before, and it was eager to determine if combining all three
methods would yield better performance. We have tried the pairwise combination before and we are
eager to find out if the three methods combined together would perform better.By integrating these
methods, the hybrid model aims to compensate for the weakness of every individual technique. Col-
laborative filtering can struggle with sparse data, content-based filtering might overfit to user history
without incorporating collaborative signals, and SVD alone might miss specific attribute-level pref-
erences. The hybrid approach addresses these challenges by combining all three techniques. The



optimal k is 5 and 60 for SVD and KNN.The output of the MAE and RMSE are 0.8135 and 1.0284,
respectively.
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Having conducted experiments with different algorithms, the hybrid model is now ready to be
introduced. The final target for building the recommendation system is the rating, which is a mixed
weighted prediction value considering both KNN and ItemCF.

4.7 Evaluation and comparison against other methods

When it comes to building a recommendation system, given the ml-100k dataset, there is no
doubt that item-based collaborative filtering algorithm and user-based collaborative filtering algo-
rithm are the most widely applied, since they directly work on the dataset with the fewer steps of
procedure. Having been running these algorithms on the dataset, it is obtained that the RMSE and
MAE of the item-based is 0.8498 and 1.0634, respectively. And the RMSE and MAE for the user-
based is 0.8261 and 1.0313, respectively. It is apparent that both algorithms have outperformed the
initial chosen algorithm, the content-based filtering. However, the situation has reversed. All the hy-
brid model have shown a decrease in MAE compared to the mentioned two algorithms. The RMSE
is a little different, where only the hybrid collaborative filtering, content-based filtering and SVD is
better than the user-based. But consider that our final target is the hybrid model that combines all
the three methods, the advancement has been well elaborated.

5 Results and Interpretations

5.1 The Result Table

Table 1: Result Table

MAE | RMSE

Content-based 0.8532 | 1.0898

Item-Based Collaborative Filtering 0.8498 | 1.0624

User-Based Collaborative Filtering 0.8261 | 1.0313

Hybrid Content-based and SVD 0.8199 | 1.0360

Hybrid Content-based and Collaborative Filtering 0.8178 | 1.0344

Hybrid Collaborative Filtering, Content-Based Filtering, and SVD | 0.8135 | 1.0284

5.2 The Interpretations

From the table above, it is obvious that after conducting the hybrid methods, the MAE and
RMSE have reduced to some extent, which proves the primary correctness of our ideas.The hybrid
of content-based and SVD is close to the hybrid content-based collaborative filtering, which reduces



MAE and RMSE 4.1% and 4.3%,respectively [17]. The model of the three combined together
performed the best,but the reduction of MAE is not so apparent, while it takes a further step in
reducing the RMSE by 5.6%. If a rejecting threshold of 5% is taken, the null hypothesis will be
rejected and the alternative one accepted for the hybrid model. It must be admitted that, from a
statistical perspective, a general conclusion cannot be drawn on the meaningful improvement of the
hybrid model, and the hypothesis may seem hasty. This is because the measurement is changeable,
and different ways of measuring may result in different properties. The aim is to show readers an
improvement in the hybrid methods, but proving statistical superiority is not part of the plan.

An important aspect of our project that must be mentioned is the hyperparameter of the final
hybrid model. When combining two methods, such as KNN and SVD or content-based methods,
the value of the hyperparameter differs from its optimal value when used alone. This is because
there may be interactions between the methods. Efforts are being made to train an ideal value
for the hyperparameters. The graphic results are presented here: Figure 4 shows the optimal k
value for content-based and SVD, while Figure 5 shows the optimal k value for content-based and
collaborative filtering.
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Fig. 4. Content-based and SVD The optimal k is 5
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Fig. 5. Content-based and collaborative filtering The optimal k is 70

6 Conclusions and Future Developments

6.1 Conclusions

The outcomes of this study have significant ramifications for the field of recommendation sys-
tems. By demonstrating the superiority of hybrid approaches that combine collaborative filtering,
content-based filtering, and Singular Value Decomposition (SVD), our research emphasizes the sig-
nificance of utilizing diverse information sources and techniques to maximize prediction accuracy
and user satisfaction. [18] These insights can guide practitioners in the advancement of more effec-
tive recommendation systems that meet the needs of the varying demands and desires of users.

6.2 Limitations

While our study offers useful perspectives into the capability of different recommendation
techniques, it is not without limitations. One notable limitation is the methodological focus on
algorithmic improvements without substantial consideration of contextual factors or user feedback
mechanisms [19]. Incorporating such elements could further personalize recommendations and aug-
ment the overall user experience. Additionally, our study utilized a medium-sized dataset, and the
performance of the hybrid model on much larger datasets remains to be seen.

6.3 Broader Implications

Based on this study, future research should explore the integration of deep learning techniques
into recommender systems. Deep learning has shown great promise in different domains, and apply-
ing it to recommender systems may yield better performance. However, implementing deep learning
methods in real-world systems also faces a number of challenges, such as the need for large amounts
of labeled data, computational resources, and deep learning expertise.



To overcome these obstacles, future research may delve into the application of transfer learning
and pre-trained models that utilize knowledge gained from related tasks to improve target perfor-
mance. In addition, researchers could explore the use of unsupervised and semi-supervised learning
methods to optimize the use of unlabeled data and reduce the reliance on labeled data.

In addition, future research should look more deeply into incorporating contextual factors and
user feedback mechanisms into recommender systems. This may involve developing models that
can learn from user behaviors and preferences, as well as incorporating contextual information such
as time, place, and user sentiment to provide more personalized and contextually relevant recom-
mendations [20].

In summary, while this study provides valuable insights into the performance of different rec-
ommendation techniques, there is still much room for improvement and exploration. Future research
should focus more on addressing the limitations of existing approaches, exploring new strategies
such as deep learning, and incorporating contextual factors and user feedback mechanisms to de-
velop more impactful and personalized recommender systems.
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