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Abstract. This study investigates the application of deep learning in the field of Chinese 
herbal medicine (CHM) image recognition, proposing a novel multi-model ensemble 
approach called the Probabilistic Convolution Voting Model (PCVM) to address the 
limitations of current single-model systems. Traditional Chinese Medicine (TCM), with its 
roots in ancient Daoist practices, has gained global relevance, particularly during the 
COVID-19 pandemic, for its efficacy and minimal side effects. However, CHM 
identification faces challenges such as inefficiency and error-proneness in traditional 
identification methods. We leverage advances in convolutional neural networks (CNNs) 
and Vision Transformers (ViTs) to enhance image recognition tasks essential for CHM 
identification. The proposed PCVM integrates multiple pre-trained models to improve 
accuracy and robustness, focusing particularly on enhancing recognition capabilities in 
visually complex categories. The ensemble method uses a novel convolutional and voting 
layer system to reduce misclassification and optimize decision-making. Comprehensive 
experiments demonstrate that PCVM significantly outperforms traditional methods, 
particularly in challenging categories, making it a promising solution not only for CHM 
but potentially for other high-precision medical image recognition tasks such as cancer 
detection. Future work will focus on further optimizing and expanding the PCVM 
framework to enhance computational efficiency and applicability in complex image 
recognition scenarios. 

Keywords: Ensemble Learning, Chinese Herbal Medicine, Deep Learning, Image 
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1 Introduction 

Traditional Chinese medicine (TCM) is one of the world’s oldest healthcare systems, with its 
development spanning over 3000 years,[1] tracing its origins back to ancient Daoist practices in 
China.[2] Primarily utilized in Southeast Asia, TCM is famous for treating a variety of diseases 
with its efficacy and minimal side effects. The recent Coronavirus disease 2019 (COVID-19) 
pandemic highlighted the global relevance of CHM, especially its effectiveness in treating 
COVID-19 pneumonia when integrated with Western medical practices.[3][4] 
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Despite its numerous benefits, Chinese herbal medicine (CHM) faces challenges, particularly in 
identification, quality control, and standardization.[5][6] Traditional identification techniques 
depend on expert knowledge and visual inspection, which are inefficient and prone to errors. 
Advances in deep learning have introduced new methods to address these challenges[7]. 
Technologies such as convolutional neural networks (CNNs)[8] and Vision Transformers (ViTs) 
have revolutionized image recognition tasks[9][10], showing potential in the crucial processes 
of automatic feature extraction and classification needed for CHM identification[11][12][13]. 

However, despite the high accuracy of models like CNNs and ViTs, their performance in 
individual classes can be unsatisfactory,[14] particularly in the field of CHM image 
recognition,[15] where accurate identification of each herb is crucial as misidentification can 
lead to inadequate therapeutic outcomes or even risks of poisoning. 

To fill this gap, this study aims to further explore the application of deep learning in the field of 
CHM image recognition, improving performance on disadvantaged classes while maintaining 
overall accuracy. We propose a multi-model ensemble approach aimed at enhancing the 
precision and robustness of these systems.[14] Our method involves constructing a 
comprehensive dataset, selecting robust pre-trained models, and introducing a novel multi-
model ensemble technique based on a Probabilistic Convolution Voting Model (PCVM). This 
approach not only aims to enhance accuracy but also includes specialized assessment methods 
tailored to the nuances of PCVM, enabling comprehensive analysis of its effectiveness 
compared to traditional single-model systems. During the model training phase, we utilize cross-
entropy loss functions and the Adam optimizer[16], combined with a stepwise learning rate 
adjustment strategy to optimize performance. Additionally, employing mixed-precision training 
methods reduces memory requirements and accelerates training speed. To thoroughly assess 
model performance, we rely not only on traditional metrics like accuracy, recall, and F1-score 
but also develop a new evaluation method specifically for the PCVM model to highlight its 
performance improvements in disadvantaged categories. Our main contributions are 
summarized as follows, proposing a judgment model based on multiple computer vision models 
called the Probabilistic Convolution Voting Model. 

1. The PCVM significantly enhances recognition accuracy in visually complex and similar 
categories by integrating the strengths of ResNet and three ViT models. Particularly in 
categories where individual models are less effective, this enhancement has been empirically 
validated through specific experimental results. 

2. We have designed a unique convolutional and voting layer system. This system effectively 
integrates information from different models, reduces misclassification, and optimizes the 
decision-making process through probabilistic methods. 

3. The design of PCVM is not only applicable to Chinese herbal image recognition; its 
principles and architecture can also be extended to other high-precision and robust medical 
and biological image recognition tasks, such as cancer detection and pathological image 
analysis. 

2 Literature Review 

In recent studies, Vision Transformers (ViT) have been compared with traditional 
Convolutional Neural Networks (CNN) across multiple image processing tasks. This literature 



 

 

review synthesizes numerous comparisons of ViT and CNN in image classification [17]. 
Research [18] indicates that ViT performs better than CNN when processing natural or noisy 
images and that combining these two architectures can significantly enhance model accuracy. 
Additionally, studies [19] and [20] have found that ViT, due to its self-attention mechanism, 
handles full-image information more robustly in digital holography and medical image analysis 
(such as chest X-rays), showing accuracy and robustness that are superior to or at least 
equivalent to CNN. Despite ViT’s advantages with smaller datasets, 

Convolutional Neural Networks (CNN) are a core technology in deep learning, where Deep 
Convolutional Neural Networks (DCNN) stack more convolutional layers compared to basic 
CNNs, extracting increasingly complex and abstract features such as shapes, colors, and textures, 
which are crucial for identifying traditional Chinese medicine. This makes DCNN particularly 
suited for handling images of Chinese herbs with complex textures and shapes. In the evolution 
of deep convolutional neural networks, Krizhevsky, LeCun, and others have established a series 
of milestones for image classification [21][22][23]. The classic ResNet architecture explicitly 
fits these stacked layers to residual mappings rather than the underlying mappings [24]. 
Proposed by Kaiming, ResNet’s primary aim is to reduce computational overhead during 
network training and to address issues related to gradient diminishing or exploding, which can 
degrade performance as network depth increases [9]. The architecture employs stacked non-
linear layers to accommodate skip connections, establishing identity mappings. This ensures 
that deeper layers perform as effectively as shallower networks. ResNet architecture introduces 
residual connections, allowing gradients to flow directly through an alternative bypass route 
[25]. ResNet-50 has proven to be a versatile and effective tool for medical image analysis, as 
evidenced by the following studies. Chhabra and Kumar [5] developed a model to detect 
pneumonia in patients, making the detection process faster and more accurate. ResNet-50, 
combined with transfer learning, is used to classify images from two different categories 
(normal and pneumonia), then evaluated using a confusion matrix, showing an accuracy of up 
to 94. 

The Transformer model was initially designed for Natural Language Processing (NLP) tasks, 
where its self-attention mechanism effectively extracts intrinsic attributes from text [26]. With 
the evolution of model architectures, ViT (Vision Transformer) [12] first demonstrated the 
feasibility of using a pure Transformer architecture for computer vision tasks. This pioneering 
research not only showcased the potential application of Transformer in image classification 
tasks but also extended to object detection [27], semantic segmentation [28], image generation 
[29], and various other visual tasks [30]. Nonetheless, studies have found that Transformer 
models in the visual domain often overlook local feature details when applying self-attention 
mechanisms. This oversight can make it challenging for the model to differentiate between the 
target object and the background, especially when the target’s local features are not prominent 
[31]. 

Both DCNN and ViT have shown good results in image recognition, yet current research mostly 
focuses only on the models’ overall performance, neglecting the importance of addressing 
underperforming categories, especially in the medical field where focusing solely on overall 
performance is not a sufficient standard. 

In the aforementioned review, comparisons were observed between Vision Transformers (ViT) 
and Convolutional Neural Networks (CNN) across multiple image processing tasks, with an 



 

 

emphasis on their respective advantages. Existing studies primarily focus on the performance 
of models on large datasets, with insufficient consideration for their application on specific 
categories or smaller datasets. Additionally, the limitations of single models when dealing with 
complex or similar images have not been adequately addressed. To counter these deficiencies, 
this study introduces the innovative Probabilistic Convolution Voting Model (PCVM), which 
combines the strengths of ResNet and ViT, and significantly enhances the model’s performance 
and accuracy through specific convolutional and voting layer designs. The PCVM integrates the 
strengths of multiple models, not only extending the recognition capabilities of a single model 
in specific categories but also reducing classification errors through its unique voting 
mechanism. This is particularly crucial in the recognition of medical and herbal images, where 
images often appear similar yet belong to critically distinct categories. By employing 
probabilistic convolution processing, the PCVM optimizes the recognition process, ensuring 
precision in final decisions. Moreover, the model’s collective decision-making mechanism 
leverages the collective intelligence of multiple models, enhancing the robustness and 
adaptability of the recognition system. In summary, by addressing the shortcomings of existing 
research innovatively, the PCVM model not only improves the accuracy of specific image 
recognition but also provides an effective new approach to handling complex image recognition 
challenges. These improvements and enhancements significantly advance the development of 
image-processing technologies and pave new paths for future research. 

3 Methodology 

3.1 Data Set Description 

Our dataset includes a total of 266,767 images of herbal medicines in 163 categories from [32], 
with a balanced number of images for each category of herbal medicine. Images of herbs that 
did not meet the criteria, such as being blurred or mislabelled, were removed. First, we used 
random sampling to select 10,000 images from a total of 266,767 images as an independent test 
set for the final model evaluation to ensure the accuracy of the model evaluation. The remaining 
256,767 images were divided into a training set and a validation set, respectively, using a ratio 
of 4:1. This stratification ensured that both the training and validation sets represented the 
characteristics of the complete dataset, thus maintaining the integrity of the model evaluation 
process. 

In the data preprocessing phase, we defined specific transformation operations for the different 
models. For the test and training sets, we used the following preprocessing steps: for the 
ResNet50-based model, the images were first resized to 256 pixels, then centrally cropped to 
224 pixels, converted to a tensor, and normalised with a normalised mean of [0.485, 0.456, 
0.406] and a standard deviation of [0.229, 0.224, 0.225]. For the Vision Transformer-based 
model, we uniformly resized the images to 224x224, converted the greyscale images to pseudo-
RGB format, and then performed the same tensor quantisation and normalisation. The average 
size of the images is 299x299 pixels, which helps to maintain the accuracy of the image quality 
and details. 



 

 

3.2 Pretrained Model 

For multi-class image classification of herbal pictures, four pre-trained models known for their 
proficiency in handling image recognition were selected. The selected models are ResNet50, 
three Vision Transformer[33][34][35]. The pre-trained ResNet-50 model, a widely used 
convolutional neural network for image recognition tasks[36], is used in the code. Replacing 
the last fully-connected layer with migration learning to adapt to a new classification task can 
take advantage of the knowledge learned by the ResNet50 pre-trained model on large datasets, 
thus accelerating the learning process and improving the performance of the new task. Since the 
results of fine-tuning the training of fully- connected classification layers are not satisfactory, 
training all layers using the training set fine-tuning resulted in a significant improvement in 
accuracy, precision, recall score and f1 score. This experiment uses RTX*4090*5 GPU to 
accelerate the computation and DataParallel for parallel training of the model, which helps to 
improve the training efficiency. Cross-entropy loss function and Adam optimiser are used. 
Cross-entropy is a popular loss function for multi-class classification problems, while the Adam 
optimiser is respected for its adaptive learning rate adjustment. A stepped learning rate tuning 
strategy (halved every 5 cycles) is used, which helps to refine the model parameters in the later 
stages of training, potentially avoiding overfitting and improving generalisation. 

For Vision Transformer fine-tuning training, we use DataLoader to load data in parallel to batch 
process images during training and testing. Speed up training and allocate GPU resources wisely. 
Dynamically adjust the output dimension of the classifier layer based on the number of 
categories in the dataset. Use Adam optimiser with learning rate set to 1e-3. Use GradScaler and 
auto-cast for mixed-precision training to reduce memory consumption while speeding up 
training. Training Cycle: The model is trained in multiple iterations (set to 50 rounds), and the 
performance of the model is evaluated by calculating the cross-entropy loss in each round. 

 
Fig. 1. Examples of Probabilistic Convolution Voting Model(PCVM) architecture diagram. 

3.3 PCVM 

A judgment method based on multiple computer vision models is called the Probabilistic 
convolution voting model (PCVM). In this case, PCVM includes ResNet and three ViT models, 
which perform well in herbal medicine image recognition. 



 

 

PCVM consists of three main parts: classifiers layer, convolution layer, and voting layer. 

The Classifiers layer is a multi-visual model container. This layer can incorporate multiple 
models based on different algorithms that are computed separately. This approach can fully 
utilise the strengths of each model in its unique domain. In this study ResNet and the three ViT 
models have more prominent performance in different classes of the dataset, respectively. They 
constitute the first layer of PCVM. 

Consider that these four models have misclassification flaws in some of the categories, despite 
their obvious advantages. PCVM focuses more on optimising the shortcomings of each model 
and avoiding the bucket effect. The Convolution layer is an important component to achieve 
this feature. Typically, the probability of a model’s final outcome on an image of an uncertain 
category is not significantly more salient than the rest of the category probabilities. Therefore, 
when multiple models are considered together, the model that has a significant advantage in this 
image category can dominate the judgement of the PCVM, thus improving the lower bound of 
the overall model and reducing the frequency of the bucket effect. Convolution gets its name 
from stacking probabilities, a computational approach as shown in figure 1. 

When performing model inference, this study used a voting mechanism to combine the 
predictions of different models to improve the final classification accuracy. For each test image, 
all models make predictions independently, and then the majority voting method is used to select 
the final classification result. In categorization, if a category is supported by the majority of 
models, that category is selected as the final prediction. In addition, the prediction probabilities 
of each model were collected for further evaluating the model performance and performing more 
complex analyses. 

Through these methods, this study successfully integrated the global feature extraction 
capability of the ViT model and the local feature extraction capability of the CNN model, 
resulting in a significant performance improvement in the task of herbal medicine image 
recognition. 

3.4 Evaluation 

For the pre-trained models, we use the traditional f1-scores evaluation method. The metrics are 
mathematically defined as follows: 

Accuracy= !"#!$
!"#!$#%"#%$
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Where TP, TN, FP, and FN denote true positives, true negatives, false positives, and false 
negatives, respectively. In this study, there is no obvious precision recall tendency, so the 
weights are taken as 1:1. F1scores can reflect the model’s ability on this image classification. 
For PCVM, a two-track evaluation method is used, and f1-scores is referenced as a traditional 
evaluation method, and a new evaluation method applicable to PCVM is proposed. As PCVM 



 

 

focuses on improving the lower bounds of all models and maintaining a high level of category 
judgement. f1-scores is hardly able to improve on the overall performance of the already highly 
dominant category judgement, and is unable to reflect the advantages of PCVM on items with 
inferior category judgement. The new evaluation algorithm focuses more on the improvement 
in each model’s ability to make disadvantageous category judgements. 

This evaluation approach is more reflective of the strengths of our model. 

4 Experiment and Result 

The use of the PCVM based on the pretrained models ResNet-50 and three Vision Transformers, 
for classifying images of Chinese herbal medicines has achieved significant improvements in 
performance metrics for disadvantaged categories. 

In the experimental results, we initially fine-tuned only the fully connected classification layer 
of the ResNet-50 model, which yielded high accuracy for a smaller number of categories. 
However, when expanded to 163 categories, the accuracy in the multi-class Chinese herbal 
medicine recognition task was only 0.7814, which did not meet our model selection criteria for 
PCVM. Subsequent comprehensive fine-tuning of all layers of the ResNet-50 model 
significantly increased its recognition accuracy to 0.9818. This outcome clearly demonstrates 
that extensive fine-tuning can greatly enhance the model’s performance in complex image 
recognition tasks, although it exhibited a higher misclassification rate in individual categories, 
as shown in figure 2. 

The fine-tuning approach significantly enhanced the precision, recall, and F1 score of the 
ResNet model in multi-class Chinese herbal medicine image recognition, highlighting an 
effective balance between recall and precision. The F1 score (i.e., the harmonic mean of 
precision and recall) was very high, reflecting the model’s effectiveness in detecting true 
positives and maintaining accuracy across categories. 

All Vision Transformer models showed similar and high levels of accuracy after fine-tuning, 
slightly lower than the fully fine-tuned ResNet-50, with accuracies of the three ViT models at 
0.9329, 0.9373, and 0.9472 respectively. They significantly sped up the training process while 
maintaining high classification accuracy through data parallelism and mixed precision training. 
Notably, the recall for typically challenging categories improved, indicating these models’ 
capability to minimize false negatives. 

Both traditional and newly proposed methods were used to evaluate the PCVM, which was 
designed to improve model performance in challenging categories. 

The F1 score for PCVM was slightly higher than that of individual models, mainly due to its 
complex method of leveraging the strengths of different models to enhance overall performance. 
This result highlights the advantage of integrating multiple model outputs to improve prediction 
accuracy. Using PCVM, the final result’s F1 score reached 0.9872, an improvement of 0.0052 
over the highest among the four models (ResNet) and 0.0549 over the lowest ViT, as shown in 
Figure 2. With limited scope for improvement in a context where accuracy is already near 1, 
this evaluation does not perfectly reflect the model’s comparative merits. 



 

 

 
Fig. 2. 4 Models Accuracy Comparison. 

Therefore, we employed a new evaluation criterion that focuses more on the specific strengths 
and weaknesses of each category and the overall optimization of shortcomings. The results 
indicated that PCVM significantly increased the accuracy and F1 score floor for these categories. 
This was particularly evident in herbal categories where individual models had previously 
struggled. Using PCVM, the category with the highest misclassification in ResNet, "malt," saw 
a reduction in misclassifications from 40 to 21, improving by 0.475. In Figure 3, comparing the 
prediction errors before and after using PCVM for each category reveals PCVM’s substantial 
impact on enhancing recognition capabilities in various categories. Compared to ResNet, 48 
categories showed improved recognition efficiency, with only three showing a decrease. The 
second ViT model performed the best, improving recognition in 145 categories with only one 
showing a decrease. In Figure 4, we observe the overall change in prediction errors, with an 
improvement of about 0.59-0.84 compared to individual models. This indicates PCVM’s 
significant effect on enhancing category-specific and overall performance. 

 
Fig. 3. Improved Class Counts by Model. 



 

 

 
Fig. 4. Predictions Error Counts. 

5 Conclusion 

In conclusion, the application of advanced pretrained models alongside the PCVM has markedly 
enhanced the performance of Chinese herbal medicine image classification. This integration has 
not only improved overall accuracy but has also addressed challenges in categorizing visually 
similar and complex groups. By leveraging the combined strengths of ResNet and three ViTs 
models, the PCVM has significantly elevated recognition capabilities, particularly in categories 
where individual models traditionally falter. Our experimental results affirm the efficacy of this 
approach, demonstrating notable reductions in misclassification rates through a unique 
convolutional and voting layer system that synthesizes information across models and employs 
probabilistic methods to refine decision-making processes. 

Furthermore, the architecture and principles underlying the PCVM extend beyond the realm of 
Chinese herbal medicine, offering promising applications in other critical areas of medical and 
biological image recognition, such as cancer detection and pathological image analysis. This 
versatility underscores the potential of PCVM to contribute broadly to high-precision and robust 
image-based diagnostic tools, setting a new standard in the field of medical image analysis. 

Future research should focus on exploring the application of additional models within the 
PCVM framework. There is a need to optimize aspects of PCVM that negatively affect its 
performance. Furthermore, efforts should be made to enhance the computational efficiency of 
PCVM, as it currently demands substantial computational resources. These improvements could 
further refine the model’s utility and applicability in complex image recognition tasks. 
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