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Abstract. Plastic waste sorting involves the separation of plastic into its individual plastic types.
This research proposes an Object Detection and Scaling Model for plastic waste sorting to detect
four types of plastics using the WaDaBa dataset. This research compares the Object Detection
and Scaling Models Scaled-Yolov4 and EfficientDet. Results demonstrate that Scaled-Yolov4-
CSP outperforms the state of the art, Colour-Histogram based Canny-Edge-Gaussian Filter, by
21% accuracy.
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1 Introduction

Recycling centers use mechanical and chemical technology for plastic waste sorting. Current
research is focusing on image-based smart waste recycling [1, 2, 3, 4, 5]. Plastic waste is sorted into
its individual types namely, Polyethylene Terephthalate (PET), High-Density Polyethylene (HDPE),
Polypropylene (PP), Polystyrene (PS), Polyvinyl Chloride (PVC), and Low-Density Polyethylene
(LDPE). Bobulski and Piatkowski (2018) performed image classification to classify PET and Non-
PET plastic [6]. However, the challenge is to sort all types of plastics with higher accuracy.

The aim of the research is to investigate to what extent an Object Detection and Scaling Models
can precisely and accurately sort plastic waste.

The major contribution of this research is a novel Object Detection and Scaling Model that
utilizes feature pyramid networks, that optimizes the accuracy of sorting plastic waste. Feature
pyramid network in object detection combines lower level and higher-level convolution features. It
is performed by having bottom-up and top-down convolution pathways, connected laterally, of input
image in order to extract high semantic information with higher resolution. This lateral interconnec-
tions between bottom-up and top-down convolutions improves the model detection and prediction
accuracy as well as ability to detect small objects better due to better feature extraction.
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In order to identify the optimal Object Detection and Scaling Model this research compares
Scaled-Yolov4-CSP, Scaled-Yolov4-p7, EfficientDet-d0, and EfficientDetd7x models trained on plas-
tic waste images from the WaDaBa dataset. Based on accuracy, mean average precision (mAP),
f1-measure for each plastic type, train time, inference time, and model size, a model was selected
for the Object Detection and Scaling Framework.

2 Related Work

Mechanical [7, 8] and chemical [9] recycling is the current approach for plastic waste sorting.
Mechanical plastic sorting technologies can only detect PVC plastics and which may be inaccu-
rately recognized. Black colored plastics, plastic films, and some colored plastic remain undetected.
Chemical methods can only separate high-density polymers, and separate plastic with sizes between
2-4mm.

Smart waste segregation is a modern approach in waste management and recycling where waste
is segregated or classified using computer vision and neural network-based models [1]. In waste
management, it is necessary to segregate recyclable waste from non-recyclable waste. Smart waste
sorting can be achieved using an object detection model and by engaging the householders using
machine learning-based gamification recycling applications [2, 5]. Further, a cloud-based smart
waste segregation architecture can be built using an object detection model to sort recyclable waste
[3]. The ability of Convolution Neural Networks (CNNs) to provide reliable accuracy, learn new
unique and abstract features shows promise in the domain of computer vision [10, 11, 12].

Bobulski (2018), proposes a plastic waste dataset called WaDaBa to classify PET plastic types
from the rest of the plastic types [6]. The approach used a colour-histogram and Canny-edge-
gaussian filter. Results demonstrate an accuracy of 75.68%. The color-histogram method fails to
incorporate features like shape and texture, which can improve classification results. The proposed
WaDaBa plastic waste dataset shows promise for research on plastic waste.

The object detection model in plastic sorting is used to detect multiple plastic waste types in a
single image frame. Object detection models that have a scaling ability of its internal components
namely, depth, width, resolution of convolution, feature pyramid networks and its final classification
and regression are referred to as Object Detection and Scaling Models. Scaling up depth increases
number of stages of convolutions, width and resolution increases ability to capture more fine-grained
features in the image, whereas scaling feature pyramid networks, final classification and regression
modules improves on the accuracy of the object detection model. Research indicates that Scaled
models outperform non-Scaled Object Detection Models [13, 14].

Plastics have different visual properties namely, gloss, transparency, haze, color, and so on.
Differentiating between similar-looking plastics can be challenging. CNNs consistently demon-
strate better performance in extracting visual properties [15]. Deep CNNs can detect transparent
object features better with an ability to distinguish between transparent overlapping objects and
non-transparent ones with the same shape [16, 17, 18].

In plastic waste sorting, there is no research demonstrating performance of object detection
models on plastic waste dataset. Thus, an object detection model with an ability to sort plastic waste
objects needs to be selected.



The backbone network in object detection models can have different neural network archi-
tectures such as DenseNet, InceptionNet, CSPDarkNet53, EfficientNet, and so on. However, it is
important to select the best performing neural network architecture to extract the optimal number of
features in object detection. The DenseNet with 95% and Inception-ResNet with 87% accuracy per-
form well in waste image classification [1]. The current state-of-the-art image classification models,
EfficientNet and CSPDarkNet53, perform better on the ImageNet with 90% and 94.8% accuracy re-
spectively [19, 20]. These models are used as backbone network in EfficientDet and Scaled-Yolov4
respectively. Feature pyramid network in object detection enhances feature extraction that improves
overall mAP [21]. And, performing scaling on the feature pyramid network and final image classi-
fication and bounding box regression modules in the model improves mAP in object detection even
further [13].

In object detection, objects that fall in the 32x32 pixel or lower category are categorized as
small objects [21]. Plastic waste can be of varied sizes such as small medium or large sizes. Tradi-
tional object detection models show poor performance on small objects [21, 22]. Whereas, current
state-of-the-art object detection models, Scaled-Yolov4 and Efficient-Det, confirm an increase in the
performance of small, medium as well as large objects with their backbone neural network archi-
tecture and feature pyramid network [13, 14]. Scaled-Yolov4-P7 and EfficientDet-d7 achieved 55.5
and 53.7 mAP, respectively, on the COCO dataset.

In conclusion, mechanical spectroscopy-based plastic waste sorting techniques are costly, com-
plex, non-flexible, whereas it is seen that object detection-based smart waste segregation are easy
to handle and flexible to upgrade. However, computer vision-based plastic waste sorting in plastic
recycling has been largely understudied. While Bobulski et al. investigated the potential of plastic
waste classification using the image colour-histogram-based feature extraction method, their work
was limited to lower feature extraction and classification accuracy [6]. It is seen that current state-of-
the-art object detection models, Scaled-Yolov4 and EfficientDet are efficient and have higher feature
extraction capability for small, medium and large objects. Aiming to address this gap, this work
investigates a novel object detection and scaling model approach with better feature extraction ca-
pability, because of feature pyramid networks, to solve plastic waste sorting including PET, HDPE,
PP, and PS types of plastics.

3 Methodology

This research methodology follows five steps, namely Data Collection, Pre-Processing, Trans-
formation, Data Modelling Training and Inference, and Evaluation and Results, as shown in fig.1.

In the first step, Data Collection, the “WaDaBa” plastic dataset published by Bobulski and
Piatkowski (2018) was collected from the official website [6].1 The dataset consists of four thousand
plastic waste images of 5 plastic types namely PET, HDPE, PP, PS, and “Other”.

In the second step, Data Pre-Processing, the image dataset was first converted to an object
detection dataset by manually creating bounding boxes for 4000 plastic waste images. Bounding
boxes are rectangles that surrounds the object of interest. Auto-orientation was also applied as the

1“WaDaBa” Dataset: http://wadaba.pcz.pl/index.html
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Fig. 1. Methodology

final pre-processing to the dataset.
In the third step, Data Transformation, the image dataset was transformed in the object detec-

tion model format of Yolo and EfficientDet. Using the Roboflow web app, the image dataset along
with bounding boxes file was converted into Yolo bounding box format as class, centre x, centre y,
width, height. Likewise, for the EfficientDet format was converted into a .tfrecord file with bounding
boxes as xmax, xmin, ymax, ymin with a class label. Finally, the dataset was split into 70:20:10 ratio
as train, validation, and test, respectively.

In the fourth step, Data Modelling and Training, state of the art object detection models,
ScaledYolov4 and EfficientDet with their individual baseline and highest scaled models were trained
on the transformed plastic dataset [13, 14]. These models were pre-trained on the COCO dataset and
then all the weights were finetuned thereafter on the plastic dataset. As discussed in previous sec-
tion, object detection models have not been used on the plastic sorting domain. Furthermore, the
above-mentioned models are selected to perform plastic sorting task because of their state of the art
results in object detection based on generic comparison on COCO dataset. For Scaled-Yolov4, first,
the baseline scaledyolov4-csp model was trained with batch size 16, followed by the scaled-yolov4-
p7 model with batch size 8. For the EfficientDet, first, efficientdet-d0 was trained with batch size 32
for faster training, and efficientdet-d7x was trained with batch size 8. The batch size was reduced
for both of the scaled models due to excessive memory usage while training. For smaller models,
Scaled-Yolov4-CSP and Efficientdet-d0, larger batch size is used; whereas for larger models, Scaled-
Yolov4-p7 and Efficientdet-d7, smaller batch size is used. The batch sizes selected differ according
to the memory available to train the models to avoid running out of memory while training. All four
models were trained for 100 epochs, and the learning rate for both EfficientDet models was set to
0.05 to obtain convergence. The batch-size were set by trial and error whereas the other hyperpa-
rameters, learning rate and number of epochs, were set to obtain convergence with no overtraining.
The trained models were then used for inference on the test set.

In the fifth step, evaluation, the inference output of each model was evaluated based on mean
average precision and accuracy. The model performance is compared based on training time, model
size, and inference time. For each plastic-type, the model f1-score is also evaluated. The final results
of each model are compared and visualized using the matplotlib python library.



4 Design and Implementation

The architecture for plastic waste sorting is shown in fig.2. The WaDaBa test images are
passed to the object detection and scaling models to make an inference in order to classify and
detect the plastic object type [23]. The classification setup for the experiment performed was multi-
class classification as the dataset utilized was a multi-class dataset. An output inference detection
for plastic object images is generated, with a classified plastic object type along with the bounding
box and classification accuracy.

Object Detection  
& Scaling Models

Inference on plastic objects
using ODSM

Plastic object type 
 detected images"WaDaBa" Test Images

Fig. 2. Design architecture

The Object Detection and Scaling models were implemented on jupyter notebook. The WaD-
aBa dataset was uploaded to Labelbox. The Labelbox platform was used to create a plastic waste
object detection dataset that adds bounding box annotations to the WaDaBa dataset. This final
bounding box annotated dataset was exported as a .json file. The dataset is uploaded on Roboflow.
Using Roboflow, the dataset are created and exported to the Object Detecion and Scaled Models.
The generated dataset is uploaded on google drive and then imported to Google Colab Pro for model
training. The Scaled-Yolov4 model is implemented in Pytorch. The EfficientDet model is imple-
mented in Tensorflow [13, 14]. All experiments were performed on Google Colab with machines
having Tesla P100 or V100 16GB graphics card with 32GB memory. A total of 4 models were fine-
tuned on our plastic dataset, Scaled-Yolov4-CSP baseline model, Scaled-Yolov4 P7 scaled model,
EfficientDet-d0 baseline model, and EfficientDet-d7x scaled model on the WaDaBa plastic dataset.

5 Evaluation

The aim of the experiment was to identify the optimal ODSM from EfficientDet-d0, EfficientDet-
d7x,Scaled-YoloV4-CSP, and Scaled-YoloV4-p7.

Table 1 display the results of the models based on their mAP, Class Prediction Accuracy and
F1 Scores. The Class Prediction Accuracy scores are on the test set, while the mAP values are from
the training set. The Class Prediction Accuracy confirms how accurately the model classifies plastic
waste.The mAP values proves how precisely the model detects the object taking into account the
bounding box edges around the objects for each class. The results indicate that the Scaled-Yolov4-
CSP model outperformed all the other models with 0.97mAP and 97% accuracy. It is seen that



Scaled-Yolov4-CSP significantly outperformed the accuracy of 75.68% reported in the state of the
art by Bobulski and Piatkowski (2018) [6].

A significant difference is seen in mAP for Scaled-Yolov4-p7 and EfficientDet-d7x as com-
pared to their baseline models. As these models are very large in size with large number of param-
eters, the dataset size used to train them is small relatively that is suspected to give the displayed
mAP scores. Whereas, the lighter baseline models performed well on the given dataset size having
comparatively less parameters.

A comparison of all the trained models by f1-scores for each plastic type is shown in table 1.
All ODSMs achieved a high f1-score for PET plastic objects. Moreover, PP and PS plastic objects
are less precisely detected than PET and HDPE plastic types.

Table 1: mAP, Class Accuracy and F1 score comparison of object detection models

Model mAP Class Prediction Accuracy F1-Scores
PET HDPE PP PS

Scaled-Yolov4-CSP 0.97 97% 1.0 1.0 0.95 0.94
Scaled-Yolov4-p7 0.72 95% 1.0 0.99 0.88 0.87

EfficientDet-d0 0.65 69% 0.90 0.51 0.38 0.30
EfficientDet-d7x 0.56 71% 0.90 0.49 0.54 0.35

Colour-Histogram and Canny-edge-gaussian filter [6] - 75.68% - - - -

A comparison of all the trained models by training time and inference time is displayed in
fig.3a. Training time is the total time consumed by the model to train over 100 epochs. Inference
time is the time taken for the model to detect and classify the plastic object. Less time, for both
training and inference, indicates better model performance. It is also seen that Scaled-Yolov4-CSP
models consumed significantly less time to train and make an inference with 1.48 hrs and 0.02s,
respectively, with higher accuracy, mAP, and F1-score.

Model size comparison of all the trained models is shown in fig.3b. It is seen that EfficientDet
models require significantly less hard drive space to store the model weights than Scaled-Yolov4.
But, it is seen that Scaled-Yolov4-CSP uses only 420mb of drive space which is also less and com-
paratively better for an object detection model weights.

Scaled-Yolov4-CSP ODSM outperforms in plastic recognition than histogram Canny edge filter
based study by roughly 21% accuracy on “WaDaBa” dataset.

6 Conclusion and Future work

The aim of the research is to investigate to what extent an Object Detection and Scaling Models
can precisely and accurately sort plastic waste. This research demonstrates that Scaled-Yolov4-CSP
outperforms Scaled-Yolov4-p7, EfficientDet-d0 and EfficientDet-d7x with accuracy of 97%, mAP
of 97%, train time of 1.48 hrs, inference time of 0.02s and 420mb model size. Object Detection
and Scaling Models with feature pyramid networks outperform the state of the art that use Canny
edge gaussian filter by 21% accuracy. This research shows the potential of using the ODSM Scaled-
Yolov4-CSP for plastic waste sorting in practice.



(a) Train vs Inference time

(b) Model Size
Fig. 3. Model Performance Summaries

This research detected plastic waste objects using feature pyramid networks as a feature en-
hancement. Future research could explore an object detection model that also utilizes contextual
features to detect plastic waste objects.This work focused on PET, HDPE, PP, and PS plastic types.
In future research “Other” and LDPE plastic waste types will be investigated.
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