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Abstract. Scholars in fairness and ethics in AI have successfully and critically identified discriminatory outcomes pertaining to the social categories of gender and race. The salient scrutiny of fairness, important for the debate of AI for social good, has nonetheless paid insufficient attention to the critical category of age. The aging population has been largely neglected during the turn to digitality and AI. Ageism in AI can be manifested in five interconnected forms: (1) age biases in algorithms and datasets, (2) age stereotypes, prejudices and ideologies of actors in AI, (3) invisibility of old age in discourses on AI, (4) discriminatory effects of use of AI technology on different age groups, (5) exclusion as users of AI technology, services and products. Furthermore, the paper provides illustrations of these forms of ageism in AI.
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1. Introduction

Over the last few years, the power of algorithms and artificial intelligence (AI) has become an issue present and discussed in society, media, business, and the social sciences. Artificial intelligence and Machine Learning (ML) systems are frequently pictured as capable of making smarter, faster, better, and presumably more neutral decisions. European Union, along with governments in Europe and around the world see the AI as the biggest promise of the 21st century, making positive contributions to multiple aspects of human life from improving healthcare, to climate change mitigation [1]. At the same time, AI systems entail a number of hazards, such as opaque decision-making, gender-based or other kinds of discrimination, interference in private lives or being used for illegal purposes. The scholars of ethical and fair AI express concern about the way those technologies show hidden biases resulting in exclusion
and discrimination of members of marginalized groups [2], [3] and can pose threat to fundamental human rights and social justice [4], [5].

Particularly, the way sexism and racism operate in AI attracted significant attention of prominent scholars. Studies have shown how face recognition systems work poorly for women with dark skin [6], that word embeddings - a framework used for text analysis in machine learning and neural language processes - exhibit female/male gender stereotypes to a disturbing extent [7]. A seminal study on search engines showed how algorithms systematically retrieved racist and sexist search results, from keywords such as ‘black girl’, which was termed “algorithmic oppression” [8]. Yet, the category of age has been largely neglected in existing research. The aim of this article is to rectify this gap by pointing to several theoretical aspects and empirical illustrations of manifestations of ageism in AI.

2. Ageing population, ageism, and technology

The need to examine ageism in AI stems not only from the technological acceleration, but primarily from the reality of demographic change, which defines the way societies are ageing around the globe. In Europe, for example, the current median age amounts to 43.9 years and is projected to increase to 48.2 years until 2050. WHO estimates that by the end 2030 the number of people 60 years and older will grow by 56 per cent, from 962 million (2017) to 1.4 billion (2030). This rapid increase created momentum for UN to proclaim the Decade of Healthy Ageing (2021-2030), where combating ageism is seen as a fundamental strategy for securing healthy and dignified future for older adults. Simultaneously the World Health Organization launched a global campaign to fight ageism and issued its very first Global Report on Ageism [9]. Despite decades of research, implementation of anti-discrimination policies and legislation, ageism is still alive and well [10] or even, as recent studies show, has dramatically intensified during the Covid-19 pandemic [11].

The definition of ageism has shifted from its basic understanding as “a process of systematic stereotyping and discrimination against people because they are old” [12] to elaborated and multidimensional conceptualizations of ageism. Theories of ageism are following the digitalization of the phenomenon, that is the presence of age biases, stereotypes, prejudice, and discrimination in their digital form. The concept of “visual ageism” for example, responds to this change [13]. Yet, the existing conceptualizations are still too narrow to address the complexity of various ageism manifestations in AI and algorithmic systems.

Social scientists have studied extensively the way older adults use and interact with digital technology [13]–[17], the way technological advances can create new inequalities in form of digital divide [18], to the way gerontechnology can assist older adults in adapting to ageing processes [19]. Newly emerged theoretical framework of “Socio-gerontechnology” promises to provide a unique understanding of ageing and technology from a social sciences and humanities perspective and contribute to the development of new ontologies, methodologies and theories. However, the current ageing research with regard to intelligent technologies has been limited to several themes: the use of social robots, and other smart technologies to assist and support active ageing and ageing in place [20], use of digital data in smart mobility [21] and the use of smart technologies (e.g. wearable devices) in tracking and quantifying ageing bodies [17]. Yet, the theoretical reflection and empirical analysis on the potential negative impact of the intelligent
technologies and algorithmic systems on older persons has until now not been problematized in sociology of ageing and social gerontology in a systematic way.

3. Going beyond „bias“

In their seminal work, Friedman & Nissenbaum (1996) identified three types of bias in computer systems: pre-existing from social institutions, technically created, and emerging bias from the context of use. Furthermore, the domination of AI ethics and fairness research by computer and data scientists is reflected in the use of language. The concept of “bias”, originating from computer sciences dominates the scholarly discourses about exclusion in AI [22] and poses risk of reducing the complexity of social inequalities to solely technical level. Additional risks are presented by the substantial power asymmetries between those with the resources to design and deploy AI systems, and those who are classified, ranked, and assessed by these systems [23]. Therefore, we need to go beyond the concept of bias and create new concepts and levels of analysis to describe digital inequalities. This paper proposes thus to look at ageism in AI in five forms:

(1) age biases incorporated in algorithms and digital datasets
(2) age stereotypes, prejudices, and ideologies of actors in the field of AI
(3) invisibility of category of age and old age in discourses around AI
(4) discriminatory effects of use of AI technology on different age groups
(5) exclusion as users of AI technology, services, and products

4. Ageism in AI applications - illustrations

The identified dimensions of ageism in AI are separated conceptually, however there are significant interrelations and synergies between them. The illustrations of the five forms provided in this section are based on scientific literature review, grey literature and own preliminary research and observations. Hence, they are not exhaustive in the scope of the problem or the depth of investigation. Their fragmentary character reflects the unsystematic and incomplete character of research on ageism in AI and points to the need for further research in this area.

4.1 Age bias in algorithms and digital datasets

Single studies indicate that age bias can occur in machine learning models or big data approaches. Diaz and colleagues (2019) analysed the treatment of age-related terms across 15 sentiment analysis models and 10 widely-used GloVe word embeddings. The study showed evidence that sentiment analysis, disclosed significant age biases – sentences with ‘young’ adjectives were 66% more likely to be scored positively than identical sentences with ‘old’ adjectives [24]. Moreover, it proved that various sentiment analysis methods impact bias in outcomes – particularly that tools validated against social media data exhibit increased bias.
Another study found relevant differences in the outcomes of face recognition models for predicting age and gender from photographs [25]. The researchers used Convolutional Neural Net (CNN) which is an advanced deep learning technique to analyse visual imaginary. The model was trained on photos of celebrities from IMDb and Wikipedia, where their picture was matched with their age, as well as data for general public from UTKFace data set. The results showed that age estimation was generally performing poor on older age groups (60+), an effect which was compounded by gender and race - the age estimation worked disappointingly on older women of colour.

The age estimation algorithms working on visual data require large datasets for training. Since an algorithm is only as good as the data it works with [26], this is where ageism in digital datasets becomes apparent. Study of ageism in big data approaches confirms that the most ageist practices in intelligent systems design are related to the data set limitations in terms of the representativeness of the studied population and particularly to recruitment procedures that tend to exclude older people [27]. Most of the datasets include radical age cut offs for their data. For example, The Face and Gesture Recognition Research Network (FG-NET) aging database contains on average 12 pictures for each of its 82 subjects in varying ages between 0 and 69. Other datasets limit the ages at 70 (Tufts-Face-Database), at 77 (MORPH) and the list continues. There are some outstanding exceptions to the rule, such as UTKFace dataset, where the photos depict adults up to age of 116 years old. The cut-offs are also visible in training data used for proprietary algorithms developed in expanding sector of AI industry

4.2 Stereotypes and prejudices in tech industry

Tech culture is homogenous in terms of age, ethnicity, and gender. It is young, predominantly populated by men of Caucasian or Asian origin, which is associated with the structural discrimination embedded in digital technologies [28]. Ageism in IT sector and tech industry is a well-known fact [29]–[31]. These companies show rampant signs of various types of systematic biases and prejudice [29], [32]–[34], ageism being one of them. Large tech companies have phased out older workers over the past few years and they continue to discriminate against anyone old enough to remember the '80s. In 2007, a then 22 year-old, Mark Zuckerberg famously admitted that tech companies should not hire people over 30 because “Young people are just smarter”. A survey among American tech workers shows that 76 percent of respondents say ageism exists in tech globally, whereas 80 percent of those in their late 40’s say they are concerned their age (and ageism attitudes) will affect their careers [35].

Ageism in tech sector is specific as it is targeted at persons at much younger age than in other sectors of economy, where ageism starts to be experienced by someone who reached at least 45 years of age [36]. In fact, online survey among tech workers shows that one fourth of respondents in their early 30’s already regard age as a barrier in getting a new job [35]. Since

\[1\] For instance, the company YOTI configured its training data set with age brackets of 13-60 and the highest estimated errors in performance of their algorithm for the age group of 50-60. It its White Paper the company admits that : “it seems reasonable to hypothesise that any error will tend to be higher for older people than younger people, because older people will have been exposed to various unpredictable environmental factors for longer” [50].


AI research and development is at the forefront of technological innovation globally, it is plausible to assume these ideologies impact the way AI developers, software engineers, data scientists and other AI practitioners work, think and solve problems. In fact, studies on ageism in digital platforms indicate that the homophily of the community of software developers, who are predominantly young men of high socio-economic status is responsible for prejudices and biases which are coded into algorithms [37].

4.3 Ageism in discourses

Studying discourses about algorithmic systems and processes is crucial to our understanding of the social power of algorithms and AI [38], [39]. Next to the material power, algorithms can exert a discursive power, which can reveal their political entanglements. Authors’ preliminary observations of the field of AI ethics and bias in AI and analysis of sample of documents (white papers on inclusivity, brochures from commercial and public organizations) suggest that the mainstream debates around the issues of AI fairness tend to omit the category of age and older persons. The majority of initiatives and/or documents for inclusion and promotion of diversity in AI community are targeted at gender and racial minorities Following the consciousness on intersectional character of biases, some other inclusion criteria are mentioned in one document, such as class and disability [23]. Age as a category for algorithmic discrimination is not mentioned explicitly in most of the documents. Alternatively, age was mentioned as a category mediated through disability. The absence can be observed in two forms: invisibility of old age as object of discussion and lack of representation of older persons as subjects in those discourses. This might be due to several factors, such as a relatively weak social representation of the rights of older persons in the area of AI, or ideologies and stereotypical beliefs about older persons as users or non-users of AI applications held by software producers. Research suggests that older adults are generally portrayed as frail when described as users of AI assistive technology [40].

4.4 Automatic Decision Making (ADM) systems and their outcomes

This section highlights some of the areas where deployment of AI can result in harm for older persons as a distinct demographic group. Two terms - “algorithmic discrimination” and “discrimination of algorithms” describe the negative outcomes of automated decision-making (ADM) systems or classification systems used in multiple AI applications. Discrimination in context of AI occurs when the outcomes infringe on the rights of persons based on their “protected” characteristic, such as gender, race, age, disability, or nationality. Although not all ADM systems are powered by AI, there is a stable and increasing tendency towards more deployment of AI in those solutions [41].

With regard to ageing population, the risk of discrimination lies in the way the biased algorithms are being used in practice in those realms of social, economic and cultural life where they could infringe on the rights of older persons. Their increased use in the recruitment and hiring practices, despite some drawbacks, can threaten the way age discrimination cases will be possible to detect. Age discrimination in employment is one of the most wide spread types of discrimination in the labour market [10] and the attempts to fight it with anti-discrimination
legislation is challenging. The already famous case of Amazon’s hiring algorithm downgrading the resumes of women gives a hint of what it could mean for older workers. For example, if a company had a tendency to hire candidates who graduated from school (or landed their first job) by a certain date, it might introduce a bias toward younger candidates. The company’s software developers would need to actively monitor the system to ensure that something like that was not happening. Another example where ADM could negatively impact large groups of older adults, could be in the banking sector. If a mortgage lending model finds that older individuals have a higher likelihood of defaulting it might reduce the lending options based on age leading to excluding older adults from those services [42].

4. 5 Marginalization of older persons as users

The last form of age discrimination in AI discussed shortly is the exclusion as users. The compounded effects of ever increasing complexity of the digital technology and the low algorithmic awareness among older adults [43] creates structures which marginalize or exclude older persons as end users of AI technology. Ageism in technology design is not a new phenomenon. Studies showed different patterns in use of digital technology by older adults [44]–[46]. However, the question arises if the data-driven technologies using AI and ML technologies pose any additional risks of harm and ageism?

An example of AI driven technology where older adults might experience ageism as users is the group of products called “conversational AI” which includes virtual assistants and chatbots. Conversational AI agents are increasingly used by companies for customer services and by consumers as personal assistants. Virtual assistants are trained on massive datasets and deploy various algorithms. The challenge is that unless corrected for, the virtual assistant also learns and replicates human biases in the dataset [47]. Recent studies showed that the algorithms used by the conversational AI agents do not always recognise user’s gender or understand context-bound and culture-bound language. As a result, the conversations may be biased. Similar problems might occur when testing virtual assistants and chatbots for their sensitivity to issues of age and ageism. Claims are being made that chatbots and virtual assistant are already ageist and sexist in the way they are profiled (usually as young women), but the question is whether they could also be ageist in their conduct (e.g. treat older customers differently than younger, answer questions differently or exhibit ageist stereotypes – jokes, etc). Furthermore, if assistant implemented in a health care application perform more poorly with seniors it could impact the quality of care provision and ultimately the health of the user.

Further examples of areas where older adults might experience ageism as users of AI-driven technology include diverse smartphone applications where incomplete data for older age cohorts might result in inaccurate results [37]. Further research is needed to reveal other aspects of this form of AI ageism.

5. Conclusions

The aim of this paper was to turn the scholarly attention in the direction of ageing population as one of the socio-demographic groups, which could be defined as vulnerable in relation to the
date-driven social transformations happening as the result of increasing use of AI technology in all realms of modern life. By showcasing different forms ageism can take in AI applications this article contributes to the scholarly efforts to advance our knowledge of the harmful ways AI can impact the vulnerable group of older adults. Furthermore, I argue that it essential to go beyond the understanding of inequalities in AI dictated by the narrow use of the term “bias”. As social scientists, we are aware of the structural, institutional, and otherwise “non-quantifiable” forms of injustice and oppression in social world [22], [48].

The current debates on ethical AI happening globally at all levels of stakeholders, from public entities, through large and small companies, AI practitioners and scholars from various disciplines show the urgency of the need to regulate AI with regard to its ethical standing. The landscape of currently drafted regulations, recommendations and guidelines for ethical AI is voluminous and diverse [49], but is still largely missing the representation of the interests of ageing population. Moreover, a large portion of the older population is unfamiliar with complexity of AI, algorithms, big data [43] and also do not want to engage with this new technology due to a lack of trust in these developments. To enable informed decisions on their part, communicative efforts must be made to explain various aspects of AI in formats that older age groups can respond to.
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