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Abstract. The health early detection system for kindergarten students helps 

teachers to monitor the health conditions of students. For this reason, the purpose 

of this system is to propose a system that can detect the health of kindergarten 

students so that teachers can concentrate more on teaching. This paper presents a 

technique of combining facial recognition and movement classification for health 

classifications. For expression recognition, this system uses the PCA method to 

extract features, then the Euclidean distance algorithm is used to calculate between 

Eigen Face images and test images.  Classification of movements, this study uses 

two classifications namely active and inactive. For recognition of facial 

expressions, this system obtains an accuracy of 83.75%. 
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1  Introduction 

Kindergarten is a level of education before the level of basic education which is a coaching 

effort aimed at children from birth to the age of six years. Growth and development have 

increased rapidly at an early age, ie from 0 to 5 years. Monitoring the growth, development, and 

disruption of child development is carried out in basic health care facilities and in kindergartens. 

Not only teaching but also in a school, a teacher must also look at the health conditions of his 

students, as a substitute for the role of parents who function to monitor the health status of their 

children [1]. This must be considered because the health condition of students can affect the 

growth of children under five if not handled properly and quickly. From this problem, 

researchers tried to build a system that could monitor the health conditions of students in schools 

so that the teacher could focus more on teaching. 

There have been many types of research on expressions using video technology [2]. Not 

only that, a lot of research has been done to look at health conditions. one of these studies used 

movement monitoring in infants to provide information to doctors [3]. Other studies use video 

recordings of people who are exercising to analyze motor performance and evaluate their fitness 

status [4]. 

This research builds a system that can recognize students' health conditions. This application 

is built with a system of recognition of facial expressions and combined with the classification 

of movements. In this case, is the child active or inactive? After that, the two decisions are 

processed by the system to determine the health condition of the child. there are six human facial 
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expressions[5], but this system only takes four facial expressions that are most often displayed 

by students. Expressions consist of smile, happiness, sleepiness, and sadness. then the results of 

expression recognition are combined with the classification of movements. to determine health 

conditions, 8 conditions were obtained to determine the child's health condition. This study uses 

Cohn Kanade and Jaffe data sets then classified according to 4 expressions. 

2   Technical Review 

This paper applies the technique of early detection of health conditions carried out by 

continuously monitoring students. 

2.1  Face Detection 

 Face detection is a challenge with increasing use in several applications. This is the first step 

for facial recognition, facial analysis and other detection of facial features [6]. The difference 

between face detection and recognition is that face detection exists to identify faces from images 

and find faces. Face recognition makes the decision "whose face is that?", Using image database 

[7]. In this case, using the cascade method. This method allows the background area of the image 

to be disposed of quickly while spending more calculations on the area such as promising objects 

[8]. 

 
Fig. 1. Face Detection 

 

2.2   Expression Recognition 

Face detection is one of the most studied problems in vision computing [3]. Face recognition 

systems can secretly take pictures of a person's face when he is present in a specified area [9].  

Starting with facial recognition, images are processed to recognize facial expressions. In this 

study, we use 4 expressions that are often displayed by students in schools, namely: “ Happy”, 

“sleepy”, ”sad”, and  “smile”. Despite many types of facial expressions, these four expressions 

are the expressions most often highlighted by kindergarten students. 
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Fig. 2. Exspression Classification :(a)  Happy, (b) Sad, (c) Sleepy, (d) Smile 

 



 

 

 

 

2.3   PCA 

The function of principal component analysis (PCA) is to summarize many independent 

variables (�) which have an indication of correlating or influencing each other into one or more 

new variables which contain a combination of the previous independent variables (�), which 

would allow the elimination of multicollinearity problems when a regression model is formed 

(main component regression). 

PCA works on large data sets (� ×  �) and then transforms them to size (� ×  	) by 

maintaining data that is not redundant, or not correlated, or not related. Why is the data 

uncorrelated?  because these data have an important role in the variation of the original data. 

This method is effective in eliminating irrelevant information in the image and overcoming 

their shortcomings[10]. Fig. 3. illustrates the steps of the PCA process. 

 

 
Fig. 3 . step of PCA 

 

The number of the main components formed is equal to the number of original variables. 

Dimension reduction (simplification) is done by the percentage criteria of data diversity 

explained by the first few main components. If the first few main components have explained 

more than 75% of the diversity of the original data, then sufficient analysis is carried out up to 

the main component. 

If the main component is derived from the normal multivariate population with random 

vector 
 = (
�, 
, ⋯ , 
�) and the average vector � = (��, �,⋯, ��) and the covariance matrix 

Σ with the eigenvalue λ1 ≥ λ2 ≥ ⋯ ≥ λp ≥ 0 obtained a linear combination of the main 

components as follows then Var (��) = ���∑��and  Cov(�� , ��) = ���∑�� where �, 	 = 1, 2, . . . , �. 
The requirement to form the main component which is a linear combination of variables � 

in order to have the maximum variant is to choose the feature vector (eigen vector), � = (��, �, . . . , ��) so that ���(��) = ��′!�� maximum and ��  ′ �� = 1. 

 The first main component is a linear ��′� combination that maximizes ��� (��′�) with 

the condition ��′��  =  1. 
 The second main component is a linear �′� combination that maximizes Var (�′
) with 

the condition �′� = 1. 



 

 

 

 

 The main component of i is a linear ��′� combination that maximizes ��� (��′�) with ��′�� = 1 and "#$ (��′��  )  =  0 for 	 < 1. 

Between these main components are not correlated and have the same variation as the 

characteristic root of Σ. The characteristic root of a variety of matrices Σ is a variant of the main 

component ', so the matrix of the various types of ' is: 

 

 ∑∑∑∑()� 0 ⋯ 00 ) ⋯ 0⋮ ⋮ ⋱ ⋮0 0 ⋯ )�
,   ∑∑∑ 

 

The total diversity of the origin variable will be equal to the total diversity explained by the 

main components, namely:   

                                   ∑ $��(-�) = .�(∑ ) =�/0� )� + ) + ⋯ + )� = ∑ $��(��)�/0�   ∑∑∑∑∑ 

 

Depreciation of the dimensions of the original variable is done by taking a small number of 

components that can explain the greatest part of the diversity of data. If the main component 

taken is 2 component, where 2 < �, then the proportion of total diversity that can be explained 

by the main component of � is: 

                    

 
34345365⋯537        � = 1, 2, ⋯ , �  ∑∑∑ 

 

Decreasing the main component of the correlation matrix is done if the data is first 

transformed into a standard form Z. This transformation is carried out on the data that the unit 

of observation is not the same. If the variable observed size is on a scale with a very wide 

difference or the unit of measurement is not the same, then the variable needs to be standardized. 

The raw variable (8) is obtained from the transformation of the origin variable in the 

following matrix: 

 8 = 9:�/<=�(- − �)  ∑∑∑ 

 $�/ is a standard deviation matrix with the main diagonal element is (���)�/ while the other 

element is zero. Expectation value ? (8)  =  0 and the diversity is : 

 

 "#$(8) = ($�/)=� + ∑($�/)=� = @  ∑∑∑ 

Thus the main component of 8 can be determined from the characteristic vector obtained 

through the original variable correlation matrix ρ. To find the root characteristics and determine 

the weighting vector is the same as in the matrix. While the trace matrix correlation ρ will be 

the same as the number of p variables used. 

The choice of the main component used is based on its root value, that is, the main 

component will be used if the root characteristics are greater than one. 

 

 

2.4   Eigen Face 

 



 

 

 

 

Main Component Analysis (PCA) forms the basis of eigenfaces. The dimensions of the 

image matrix are reduced using PCA. for example, if the face image is represented in g-

dimensional space, PCA uses linear transformations and aims to get h-dimensional subspace, 

which answers the maximum variant in g-dimensional space and where h is too small according 

to g. The average center image is calculated by reducing the normalized training image from the 

calculated average image. If W is a matrix of the average training drawing centered on A�  (� = 1, 2, . . . B) and B is the number of training images, the covariance matrix C is calculated from A as in Equation 6. 

 C = A AD      (6) 

 

The size of the D covariance matrix can be reduced using D = WTW instead. The 

eigenvector ei and the eigenvalue λi are obtained from the covariance matrix[11]. 

 E� = ?FA�(� = 1,2, ⋯ , B)    (7) 

 

In the Equation 7, E� represents the new feature vector of the new lower dimensional 

subspace[12]. 

There is a negative aspect of this method, trying to maximize inter and intra-class scattering. 

Scattering between classes is good for classification while intra-class scattering is not. On the 

face of recognition, if there is a lighting variant, this increases intra-class scattering very high, 

even the class looks tarnished and causes a low classification[13]. 

In research, all images are trained using eigenface and then stored based on their 

classification.  
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Fig. 4. Eigenface (a) Happy, (b) Sad, (c)Sleppy, (d) Smile 

 

2.5   Euclidean Distance 

Array of images that have been trained compared to the test image array using the euclidian 

distance method. The Euclidean distance is a calculation of the distance from 2 points in the 

Euclidean space. If G =  (
�, ��) and � =  (
, �) are two points that want to know the 

distance, then the Euclidean distance between u and v is [14]. 

 

 ?G = (G, �) + H(
� − 
) + (�� − �)   ∑∑∑ 

 

 

 

 

 



 

 

 

 

2.6   Motion Recognition 

  Recognition of motion is used for vision and processing of computer images, such as event 

detection, object tracking, behavior recognition, etc. [15]. In this research,  using 2 

classifications of movement, namely: "Active" and "Not active". 

3   System Design 

 Based on the two classification results, the introduction of expressions and movements, the 

system makes a decision to determine the health condition. 

262 images for training data were classified into 4 expressions. 50 pictures of facial 

expressions happy , 77 pictures of facial expressions sleepy, 67 images facial expression sad, 

and 68 images facial expression smile. 

 

 
Fig. 5. early health detection system 

 

 

 
Fig. 6. Result 

 

4   Result And Discussion 

To detect proper health conditions, we use three parameters based on the combined results. 

The following label shows all the appropriate output combinations. 



 

 

 

 

Table 1. Table Of Health Condition 

HEALTH PARAMETER 

OUTPUT 

 

EXPRESSION 
MOTION 

CLASSIFICATION 

Happy Active Good 

Happy Inactive Good 

Sleepy Active Good 

Sleepy Inactive Sick 

Sad Active Sick 

Sad Inactive Sick 

Smile Active Good 

Smile Inactive Sick 

 

In the table above it can be seen that there are 8 combinations. Of these eight combinations, 

it can be seen that there are 4 conditions in which health is detected in “Good” and 4 conditions 

in which health conditions are detected "Sick". This system detects a sick health condition, if 

the movement is "inactive" as many as 3 conditions, namely when the expression "sleepy", 

"sad", "smile" and when the movement "active" and expression "sad".For "healthy" conditions, 

if the movement is "inactive" as many as 1 condition when the expression "happy", and there 

are 3 times the movement "active" that is when the expression displays "happy", "sleepy", 

"smile". 

 

4.1   Accuration 

 For recognition of facial expressions, we calculate the accuracy using the confusion matrix. 

Table 2. Confusion Matrix Table Of Expression Recognition 

 ACTUAL CLASS 

HAPPY SLEEPY SAD SMILE 

P
R

E
IC

T
E

D
 

C
L

A
S

S
 

HAPPY 14 0 1 2 

SLEEPY 0 18 0 2 

SAD 3 2 19 0 

SMILE 3 0 0 16 

 

IJJK��J�    =  14 + 18 + 19 + 1680  × 100%  
                 = 83,75 % 
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