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Abstract—Based on the modern human resource theory of "personnel quality" and the 

requirement of balanced staffing, this paper selects the K-Means clustering algorithm, 

which is simple and efficient in multidimensional data mining analysis with low time 

complexity and spatial complexity, as a tool for data mining analysis of human resources 

allocation in audit departments, taking into account the actual high professional quality 

requirements for personnel in audit operations and the use of data mining technology in 

human resources allocation analysis at home and abroad. The K-Means clustering algo-

rithm, which is simple and efficient in multidimensional data mining analysis with low 

time complexity and space complexity, is selected as a tool for data mining analysis, thus 

clarifying the main direction of data mining analysis research on human resource alloca-

tion in audit departments. 
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1. Preface 

An important aspect of advances in computer information technology is the creation of data 

mining techniques. Historically, because decision makers did not have effective means to ex-

tract valuable knowledge from massive amounts of data, many important decisions relied on 

the intuitive feelings of decision makers and lacked a direct basis for data analysis, making the 

decision-making process somewhat flawed. The development of data mining technology has 

provided effective tools for people to convert data into knowledge [1]. 

Although the HR information system brings together a large amount of personnel information, 

it is obviously not enough for the staff of HR management department if it is limited to the 

completion of regular functions such as information collection. HRM department staff need to 

effectively integrate unit HR information and business information, conduct deeper data pro-

cessing and data mining, discover some hidden patterns, trends and abnormalities and other 

information, re-integrate HR in a timely manner, and propose new targeted management 

measures. Through in-depth data analysis, HRM can take measures to fully explore the poten-

tial of various types of personnel, reduce the waste of human resources and seek greater bene-

fits for the unit; it can also reflect the innovative working ability of HRM and improve the 

practical value of HRM work. Data mining technology of computer provides some new ideas 

and good solutions for solving the above problems [2]. 
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2. Introduction of K-Means clustering algorithm principle 

K-Means algorithm is a well-known algorithm in distance-based clustering algorithm. It uses 

distance as the evaluation index of similarity, and its principle is that if the vectors represent-

ing the points are close to each other in space, we can consider these points as a class. That is, 

for a given sample set, the sample set is divided into K classes according to the size of the dis-

tance between samples when performing the classification, and let the distance of points with-

in a class be as small as possible, while the distance between classes is as large as possible [3]. 

The K-Means algorithm has a basic assumption for the data to be clustered: for each class, we 

can select a centroid such that the distance from all points in the class to the centroid is less 

than the distance to the centers of the other classes. However, in the actual classification, the 

data obtained often cannot directly meet such requirements, but can only be as close as possi-

ble, and the reasons for such differences are often inherent in the data itself, or the data can no 

longer be classified. The method of K-Means algorithm is to select K initial reference points 

according to the input parameter K. Based on the K reference points, all the points in the data 

set are divided into K classes, and the center of mass (the average of all the points in the class) 

of these K classes is used as the reference point for the next round of iteration. The iteration 

makes the selected reference points closer and closer to the real class center of mass, so the 

clustering effect becomes better and better [4]. 

3. Experiment and clustering effect analysis 

Based on the analysis of HR information data and the study of the basic principles of K-Means 

algorithm, we need to verify through experiments whether HR-related variables can be clus-

tered effectively, whether the clustering results are similar to the actual situation, and which 

variables have more influence on the clustering results, so as to provide HR management de-

partments with priority directions when allocating human resources [5]. 

We mainly perform the validation through three experiments. The first experiment mainly es-

tablishes the experimental environment and performs machine learning first, and then randomly 

selects some variables without explicitly selecting the initial prime to verify the effect on the 

clustering effect in this case; the second experiment mainly verifies whether the variable selec-

tion and explicit initial prime affect the clustering effect by explicitly specifying the prime and 

using new variables; the third experiment mainly verifies whether the clustering effect is affect-

ed by reducing some of the variables to see if it affects the clustering effect, to verify whether 

there is a possible redundancy in variable selection under the premise of ensuring the clustering 

effect [6]. 

Python is a dynamic, object-oriented scripting language, and this paper uses the Python lan-

guage architecture to establish the experimental environment, establish the analytical model by 

importing the dataset and K-Means analysis tool, conduct simulation training, and finally derive 

the clustering results [7]. 

The main steps of the experiment are. 

(1) install the Python tool; (2) import the processed data into the dataset and set the title for the 

dataset; (3) import the K-Means analysis tool into the Python environment; (4) normalize the 



imported data; (5) build the analysis model and set the clustering K value; (6) load the feature 

vector to be analyzed and perform the algorithm operation; (7) obtain the classification results 

and merge them with the dataset; (8) output Final results. The main procedure is as follows. 

# import the K-Means analysis tool into the python environment and import the dataset using 

pandas 

from sklearn.cluster import KMeans  

Import pandas as pd 

#Read the data used for clustering and create the teaching data table 

loan_data=pd.DataFrame(pd.read_csv('SJRY_data.csw',header=0)) 

loan_data.columns 

Index(['XM','ZW','GT','WT','age','DT','zc','ZCJB','XL','ZY','JZJ'],dtype='object') 

#Process the training set and normalize the analysis data features 

loan_data_zs=1.0*(loan_data-loan_data.mean())/loan_data.std() 

# build the analytical model, load the feature vector "job title, time in the workforce and age" 

that needs to be clustered, the number of clusters is 3 

loan=np.array(loan_data[['ZW','WT','age']]) 

clf=KMeans(n_clusters=3) 

#Substitute the data into the clustering model 

clf=clf.fit(loop) 

#Perform simulation training to get predicted values 

Cluster=clf_KMeans.fit_predict(X) 

print(cluster) 

#Add clustering result labels to the original data table 

loan_data['label']=clf.labels_ 

#View the clustering results 

print(loan_data) 

From the clustering results (Table 1), it can be seen that the samples were classified into three 

categories. 

Table 1 Clustering results 

Name ZW GT WT age DT ZC ZCJB XL ZY JZJ label 

2 4 14 34 56 33 2 3 2 2 0 0 

4 3 7 33 56 33 2 3 2 2 0 0 

8 3 12 39 57 12 4 2 2 1 0 0 

12 5 6 41 60 29 6 4 2 1 0 0 

14 2 15 40 58 15 4 2 2 1 0 0 



 0 

1 4 16 31 53 31 2 3 2 1 1 1 

3 4 7 31 52 31 6 4 2 1 0 1 

6 4 7 21 43 15 3 4 5 3 1 1 

9 3 6 31 53 31 2 3 2 1 0 1 

11 4 6 21 44 14 3 4 5 3 1 1 

13 2 18 31 53 31 3 4 2 1 0 1 

…… 1 

5 2 2 10 33 10 2 3 5 1 1 2 

7 4 3 14 37 14 3 4 2 1 1 2 

10 1 3 7 30 7 2 3 2 1 1 2 

15 1 3 9 32 9 2 3 5 1 1 2 

22 1 3 13 36 9 5 3 5 1 1 2 

59 1 3 9 29 9 2 3 5 1 1 2 

62 4 6 17 39 17 3 4 2 1 1 2 

73 2 3 20 40 9 2 3 2 0 1 2 

…… 2 

 

The clustering results were compared with the number of three-year principal review projects, 

and the results of the comparison showed that there was no significant correlation between the 

clustering results and the number of three-year principal review projects. We conducted a cor-

relation analysis of the time of participation in work and age through the data statistical soft-

ware, and found that there is a large correlation between these two variables, while the posi-

tion and the time of participation in work alone cannot effectively explain their inevitable as-

sociation with the amount of workload. In addition, the initial masses chosen randomly also 

greatly reduced the effect of clustering. The choice of variables with a large distribution of 

values for age is also fragmented, which can also have a negative impact on the effectiveness 

of clustering. 

Using traditional analysis methods, HRM personnel usually need to create various tables of 

personnel distribution first, and then rely on personal feelings to measure various aspects, 

without the scientific nature of the data, and it takes at least 5-7 days to conduct an analysis. 

After using K-Means algorithm for clustering, HRM department personnel only need to use 

the data of HRIS for calculation, and in the case that the existing is not integrated into the sys-

tem, including the time of data supplementation and processing, it only takes half a day to 

conduct the most complicated analysis, which is much more efficient. 

In addition, the complexity of the traditional analysis method increases geometrically when 

the dimensionality of the analysis increases, and the simplicity and efficiency of the K-Means 

algorithm, with its low time and space complexity, can effectively overcome this problem and 

make the analysis much more efficient. Theoretically, K-Means algorithm can increase the 

dimensionality of analysis infinitely, but considering the effect of clustering, the actual use 

should not use too many dimensions and not produce too many classes. 

4. Conclusions 

In this paper, we first briefly introduce the basic principle of K-Means algorithm, analyze sev-

eral aspects that need to be focused on, and verify through three experiments that the selection 



of variables and the initial center of mass will have a greater impact on the clustering effect, 

and verify that the three variables of job level, age group, and title level have a greater impact 

on the number of completed audit projects, and when conducting human resource allocation, 

priority should be given to consider these three factors. The experiments also proved that the 

K-Means algorithm is reasonable and effective in conducting human resource allocation. The 

clustering results are then presented by using the construction of two-dimensional point plots 

to make the clustering results more intuitive. The main innovation of this chapter is that it real-

izes the practical application of K-Means algorithm in the data mining analysis of human re-

source allocation in audit department and proves the feasibility of mining analysis[9]. 

This paper provides directions and ideas for conducting HR data mining analysis by introduc-

ing some basic concepts and technical methods of HRM basic theories and data mining; the 

HR allocation analysis module and analysis process are designed through the analysis of 

HRMS functional modules; the analysis index system is constructed by using the original 

functions of HRMS, and the analysis index The data was exported to EXECL table for data 

organization, so as to prepare for data mining analysis; through several experiments, it was 

concluded that K-Means algorithm is feasible in human resource allocation analysis and can 

achieve the expected results, which provides data analysis tools to support the design of hu-

man resource allocation analysis module and the construction of analysis indicators. The main 

innovations of this paper are: the expansion of the original HRM system software functions 

and the innovation of K-Means algorithm in the application of human resource allocation 

work in audit department [10]. 
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