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Abstract: The integration of emerging technologies and power grid business in the in-

formation age has also put forward new requirements. The demand for improving the da-

ta acquisition, processing and application capabilities of power grid construction in the 

new era is increasing day by day. At the same time, it also puts forward higher require-

ments for using new technologies to improve the efficiency of production and operation. 

The abnormal behavior of power grid metering equipment leads to line loss, which not 

only causes damage to power grid facilities, but also seriously threatens the stability and 

safety of power grid. In view of the large range of original data of electric power equip-

ment and the difficulties of parameter selection and low computational efficiency in the 

original K-means algorithm, this paper establishes an outlier detection model based on 

the improved K-means algorithm to preliminarily screen out the abnormal operation set 

of metering equipment, and further screens out the final data set through the similarity 

analysis of curves. Finally, the simulation and comparative experiments prove that the 

anomaly diagnosis detection model based on clustering analysis can achieve good results 

in both detection rate and the false detection rate on the data set. It provides a data basis 

for the operation of power equipment and also provides theoretical support for the 

maintenance and repair of SGCC. 
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mining 

1. Introduction 

In the practical application scenarios of electric energy metering anomaly diagnosis, research-

ers have designed a series of early warning measures for emergencies with known anomalies. 

However, due to the uncertainty and unpredictability of unknown anomalies, the occurrence of 

unknown anomalies may bring more serious losses to the power grid, so it deserves more at-

tention [1]. For small sample datasets, some categories have no actual cases or only a few cas-

es, so it is impossible to use traditional data enhancement methods to expand the dataset. The 

model trained by the data set has high over-fitting, poor model accuracy, poor performance 

and insufficient generalization ability [2]. 

BDEIM 2022, December 02-03, Zhengzhou, People's Republic of China
Copyright © 2023 EAI
DOI 10.4108/eai.2-12-2022.2328715

mailto:sunjf0502@163.com
mailto:gaoyangdaisy@outlook.com
mailto:15597435245@163.com


In recent years, technologies such as abnormal power consumption identification and power 

consumption fraud detection based on data mining theory have been proposed one after anoth-

er. Reference [3] obtains the characteristic curve of each type of user load curve based on the 

clustering method in unsupervised learning. Reference [4] and other methods based on fuzzy 

support vector machines use the optimized model to screen out abnormal power consumption 

users. Reference [5] describes the abnormal power consumption behavior of users from multi-

ple angles based on the abnormal power consumption identification model of multi-

dimensional composite characteristics of users. Reference [6] adopts three typical intelligent 

detection algorithms to identify abnormal power users from the perspectives of unbalanced 

data distribution, data balance and data weighting so as to verify that the detection accuracy of 

the method is higher than that of the traditional detection method. Reference [7] analyzes the 

electricity consumption behavior of target user groups by means of user electricity consump-

tion, point load curve and multi-index comprehensive score, and constructs a behavior charac-

teristic model to identify suspected users. To sum up, a fast and accurate abnormal power con-

sumption identification system is of far-reaching significance to power supply companies. In 

the face of complex power consumption data, the methods of abnormal power consumption 

identification are constantly updated.  

For abnormal power data, the model is prone to over-fitting and lack of generalization ability 

and can not detect unknown anomalies. In this paper, solutions to these two problems are pro-

posed: for the abnormal data of power equipment, the method of using small sample compara-

tive learning is proposed, so that the model has the ability of comparative learning. Based on 

contrastive learning, a decision method based on confidence is proposed to make the model 

detect unknown anomalies. In the experimental analysis, the simulation data and the model 

evaluation index are compared and tested. The results indicate that the proposed method can 

effectively improve the generalization ability of the model. 

2. Build a data model 

Power data modeling is the premise of subsequent model optimization and algorithm design, 

and is the key to the success of deep learning algorithm. This paper introduces the characteris-

tics of power data, data preprocessing methods, combined with professional knowledge and 

experience to design a reasonable power anomaly index, and gives the detailed steps to estab-

lish the data model [8]. Therefore, it is necessary to retain the information of time dimension 

in data analysis. The data modeling is displayed in Figure 1. 
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Figure 1.   Ammeter data mining model 

The original power data is the real data collected by the meter, with a time span of 90 days and 

a collection frequency of 30 minutes each time. The data contains multiple electrical parame-

ters, including 20 electrical parameters such as three-phase voltage, current, power (including 

total power) and power factor (including total power factor) [9]. Since the three-phase three-

wire meter does not record the electrical parameters of phase B, there are only 15 electrical 

parameters. The process of data modeling is displayed in Figure 2. 
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Figure 2.  Data modeling process 



After grouping the original data in chronological order, the power data should be denoised. 

For the samples with missing data, it is necessary to consider retaining or filtering directly. For 

those with serious missing data, it is necessary to filter directly. Then, combined with the ex-

pert rules, the abnormal indicators are added to unify and regularize the data, so that the sam-

ple dimensions of three-phase three-line and three-phase four-line are aligned. Finally, some 

abnormal indicators need to be normalized before generating the final power data set [10].  

After the clustering is completed, a threshold needs to be set to determine the abnormal condi-

tion set S1. The model is a preliminary determination of power equipment in the overall power 

consumption data, and the threshold needs to be set slightly smaller, so that more suspicious 

objects will be identified as power equipment in the clustering process to reduce the missed 

detection rate. But the corresponding false detection rate will rise, that is, in the preliminary 

screening model of power equipment, a higher detection rate will be ensured at the expense of 

a certain false detection rate. The threshold issues are further explained in the case study sec-

tion. After the preliminary diagnosis model of data abnormity screens the power consumption 

data, the cluster S1 that does not conform to the clustering result is obtained, which will be 

applied as the input of the analysis model of power equipment abnormity for further detection 

to reduce the false detection rate of the overall model [11]. The specific algorithm flow is as 

follows: 

(1) Preprocess the original data, including the processing of large and single missing values, 

repeated values, and obvious error values and the standardization of the data. 

(2) Determine that K value by using the double criterion of an elbow method and a profile coef-

ficient method. 

(3) Obtain a first initial clustering center v1 by calculating the median of all samples. 

(4) Calculate the Manhattan distance from all sample points to the first initial cluster center v1, 

as shown in formula (1). 
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Find the maximum distance Li, and select the sample point i with the maximum distance as 

the second initial cluster center v2. 

3. Simulation experiment 

3.1 Simulation scheme 

In this paper, the process of determining the important parameters in the model, including the 

selection of K value, the process of determining the set of outliers and the specific classifica-

tion of power consumption patterns, will be described by using the real power consumption 

data set. In addition, the operation efficiency and detection rate of the model are tested through 

the comparative experiments of the model to prove the effectiveness of the proposed model in 

the anomaly detection of electricity consumption data sets.  



In this paper, the ammeter data set is adopted as the research object, and the data structure is 

indicated in Table 1. 

Table 1 Experimental data structure 

Indicators Parameters 

Number of samples 5238 

Sampling time 24h 

Sampling interval 30min 

Electricity consumption 152kWh 

Proportion of anomalies 9% 

 

The data set contains 5238 user data samples, including 4765 normal users and 473 abnormal 

users. Each node provides all the power consumption data. The data collection interval is 30 

minutes, and the label of the data set can be applied to detect the model effect. 

3.2 Analysis of experimental results 

In this paper, K-means algorithm and K-mediods algorithm are chosen for experimental com-

parison with the algorithm in this paper. The results are displayed in Figure 3 from the aspects 

of operational efficiency and detection rate. 
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Figure 3.  Comparison results of operational efficiency 

In terms of detection time, the proposed algorithm is better than the traditional K-means and 

K-mediods algorithms in terms of operation efficiency and detection rate. 

Classical machine learning algorithms and clustering algorithms alone is applied to compare 

the models. The steps of using machine learning algorithm to detect abnormal power con-



sumption are roughly as follows: First, feature extraction is carried out on the preprocessed 

data. The way of feature extraction is based on time series, mainly including a series of statis-

tical feature indicators such as mean and variance, rising and falling trend indicators, Fourier 

transform frequency domain indicators, etc. The ensemble learning algorithm is adopted as a 

classifier to classify normal power users and abnormal power users. The ROC curve is shown 

in Figure 4. 
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Figure 4.  ROC curve test results 

The AUC of the area under the ROC curve of the proposed model is higher than that of other 

methods, which proves the effectiveness of the proposed model. 

4. Conclusion 

In this paper, a preliminary diagnosis model of power equipment based on the improved K-

means clustering is established, which improves the shortcomings of the traditional K-means 

clustering algorithm, such as difficult determination of K value and initial clustering center, 

low calculation efficiency, and poor performance in the case of more noise points. Secondly, 

according to the operation characteristics of the power equipment data, the abnormal operation 

modes of the equipment are classified, and the final power equipment data set is determined 

by the curve similarity analysis. Finally, the simulation results verify that the model can simul-

taneously ensure a higher detection rate and a lower false detection rate for the power equip-

ment data set.  

The samples obtained in this paper are small, among which the user sample size is scarce. The 

selected time is short, and the information that can be discussed and mined is limited, such as 

ignoring the impact of quarters and peak and valley periods. In the follow-up study, the meth-



od of the personalized confidence interval can be adopted for data sets with a small number of 

categories. Besides, different confidence intervals may be set for different categories, which 

can improve the classification accuracy of individual categories. 
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