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Abstract. According to the place he descended, the surah can be divided into Makkiyah 

and Madaniyah groups. This division is based on the place and time that is predicted to 

decrease the surah or certain verses, where the surah that descended before the Prophet 

S.A.W migrated to Madinah classified as surah makkiyah while the surahs that descended 

after it belongs to Madaniyah surah. Surah that descended on Mecca in general suras with 

a small number of verses, contains the principles of faith and morality, the call is 

addressed to humans. While the surahs that descend on Medina, in general, have a large 

number of verses, containing the rules that govern one's relationship with God, or 

someone with another (shari'ah) and other discussions. The division by phase before and 

after the hijrah is considered more appropriate because there is a surah Madaniyah which 

descended on Mecca. the surah that was sent down in Mecca was 86 suras, and 28 suras 

were revealed in Medina. This grouping is done by determining the classification of data 

and using an algorithm. Algorithm C4.5 is one induction decision tree to conduct the 

classification process, the results of testing the accuracy of applications made using C4.5 

algorithm is 95.6%. From this result, it is known that the C4.5 algorithm is quite well used 

in the classification process for the classification of suras in the Qur'an 

Keywords: Classification; Makkiyah; Madaniyah; Algorithm C4.5 

1    Introduction 

The Qur'an consists of 114 surahs, each of which consists of several verses. The number 

of verses in the Qur'an reaches 6236 verses. The Qur'an is divided into 30 sections called juz. 

In studying the science of the Qur'an, must know about the classification or groupings 

contained in the Qur'an[1]–[3]. The importance of classification serves for further study of the 

clause. As we know the classification of suras in the Qur'an is divided into 2 namely surah 

Makkiyah and Madaniyah. the Makkiyah surah which he revealed in Mecca and the surah 

Madaniyah was revealed in Medina[4]–[8]. 

Based on the short length of the verse, the suras in the Qur'an are grouped into four 

groups: As Sab'uththiwaal (very long surah of 130-290 verses), Al-mi'uun (long suras of 100-

129 verses), Al-matsaani (surah long enough from 51-99 verses), and Al-mufashshol (surah 

not long from 1-50 verses). The grouping of surah based on the short length of the verse aims 

to facilitate the study and study of the Qur'an[9]–[12]. Based on that, the function of 

Classification of surah automatically made it easier to determine the surah based on the 

number of verses in the Qur'an[8], [13], [14]. The determination uses Algorithm C4.5 for 
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grouping and forming a decision tree. The decision tree is usually expressed in tabular form 

with attributes and records[1], [15], [16].  

This paper is organized into four sections. First, the introduction section that explains the 

background, problems, and objectives of the study. Second, the research methods section that 

describes the methods used for Algortihm C4.5. Third, finding and discussions. The last 

section is the conclusion. 

2    Research Methods 

2.1  Classification 

Classification is a process for finding models or functions that explain and distinguish 

concepts or data classes in order to estimate the class of an object whose label is unknown. 

This can be said as a classification that maps an item into one of several defined classes[17], 

[18]. 

2.2  Algorithm C4.5 

Algorithm C4.5 is an algorithm used to form decision tree. A decision tree is a very 

powerful and well known method of classification and prediction[19]–[22]. The decision tree 

method transforms a very large fact into a decision tree that presents the rules[1], [15], [19], 

[23],[16]. In general, the C4.5 algorithm for building decision trees is as follows: 

1. Select the attribute as root. 

2. Create a branch for each value. 

3. For the case in the branch. 

4. Repeat the process for each branch until all in the case have the same class. 

Selecting the attribute as the root of a tree is to determine the highest gain value of the 

attributes. The formula for calculating the gain value of equation 1 as follows: 

 

 
Descriptions: 

S  : the set of cases 

A : attribute 

n  : number of attribute partition A 

|Si |  : the number of cases on the i-th partition  

|S|  : the number of cases in S 

 

To calculate the value of entropy can be seen in equation 2 as follows: 

 



 
Keterangan : 

 S  : the set of cases 

 k  : The number of S partitions 

 p_j  : The probability of Si against S 

2.3  Decision Tree 

The first part of this decision tree is the root point, whereas each branch of the decision 

tree is a division based on test results, and the end point (leaf) is the resulting class division. 

The decision tree has 3 types of nodes, namely: 

1. The root node, where the dot has branches that enter and has more than one branch, 

sometimes has no branch at all. This node is usually an attribute that has the greatest 

influence on a particular class. 

2. Internal node, which has only 1 incoming branch, and has more than 1 out branch. 

3. A leaf node, or end node where only 1 branch entered and has no branch at all and 

marked that the node is a class label. 

 

Figure 1. Tree of Decision 

3    Finding and Discussions 

3.1  Determining Attribute Details on Each Attribute 

The following is a description of the C4.5 algorithm steps to solve the example of 

determining where the descendants are dropped and the number of verses based on the surah. 

Table 1. Surah Sample Data Format 

Attribute Description Range 

Verses Short 1-50 Verses 

Verses Quite Long 51-99 Verses 



Verses Long 100-129 Verses 

Verses Very long 130-290 Verses 

Juz Beginning Juz 1-10 

Juz Midle Juz 11-20 

Juz Last Juz 21-30 

 

3.2  Creating a New Case 

 
A new case is the first step to solve a problem, by including inputs and criteria. In the final 

column contains an estimate of the results to be obtained later, the decision Yes (Madaniyah) 

and No (Makkiyah).

Table 2. New Case 

No Verses Juz Discussion  Estimate 

1 Very long Beginning Law Yes 

2 Very long Beginning Tawheed No 

3 Long Midle Tawheed No 
4 Quite Long Midle Prophet No 
5 Quite Long Midle Tawheed Yes 
6 Short Last Prophet Yes 
7 Short Last Relationship Yes 
8 Very long Beginning Law Yes 
9 Long Midle Prophet No 

10 Long Beginning Relationship Yes 

 

3.3  Node Table Creation 

Determine the greatest value of each class and make a root in every decision, by counting 

the number of cases. Then calculate and find the Entropy value of each attribute and the Gain 

value for each class. So that can be found the largest value and become the root tree. 

Table 3. New Case Table 

Node   Set 

of 

Cases 
(S) 

Yes 

(Medina) 

(S1) 

No 

(Mecca) 

(S2) 

Entropy Gain 

1 Total 10 6 4 0.156  

 Verses     0.3060 

 Short 2 2 0 0  

 Quite Long 2 1 1 0.150  

 Long 3 1 2 0.234  

 Very long 3 2 1 0.166  

 Juz     0.0812 

 Beginning 4 3 1 0.187  

 Midle 3 0 3 0  

 Last 3 3 0 0  

 Discussion      0.1560 

 Law 2 2 0 0  

 Relationship 2 2 0 0  

 Tawheed 3 1 2 0.234  

 Prophet 3 1 2 0.234  

 



 

3.4   Calculating Entropy and Gain Value 

1. Calculates the value of Entropy 

The following is to calculate the total entropy value 

 

Entropi (Total)=  -(-6/10  × (log)2  (6/10))  + (-4/10× (log)2 )     

  =   

  = 0.156 

 

2. Calculate Gain value 

The following calculates the Gain value of the verses: 

(total,verses) 

= 0.156 - = 0.156 – 0 + 0.03 

+ 0.0702 + 0.0498 

= 0.3060 

 

3. Make a Decision Tree 

 

Decision trees are created by looking at the highest Gain value results and possible 

decision results to support an accurate decision result. 

The decision tree with the highest Gain value is a Verses with a total gain value of 

0.3060. 

 

 

Figure 2. A decision tree with the highest Gain value 



3.5  Result Classification 

The following is the result of Surah Al-Quran classification using Algorithm C4.5  

 
Table 4. New Case Table 

 
No Name of Surah Number 

of Verses 

Place Result 

Al-Fatihah 7 Makkiyah Al-Mufashshol 

 Al-Baqarah 286 Madaniyah As Sab’uththiwaal 

 Ali Imran 200 Madaniyah As Sab’uththiwaal 

 Annisa 176 Madaniyah As Sab’uththiwaal 

 Al-Ma`Idah 120 Madaniyah As Sab’uththiwaal 

 Al-An'am 165 Makkiyah As Sab’uththiwaal 

 Al-A'raf 206 Makkiyah As Sab’uththiwaal 

 Al-Anfal 75 Madaniyah As Sab’uththiwaal 

 At-Taubah 129 Madaniyah As Sab’uththiwaal 

 Yunus 109 Makkiyah Al-Mi’unn 

 Hud 123 Makkiyah Al-Mi’unn 

 Yusuf 111 Makkiyah Al-Mi’unn 

 Arra'd 43 Makkiyah Al-Matsaani 

 Ibrahim 52 Makkiyah Al-Matsaani 

 Al-Hijr 99 Makkiyah Al-Matsaani 

 An-Nahl 128 Makkiyah Al-Mi’unn 

 Al-Isra 111 Makkiyah Al-Mi’unn 

 Al-Kahfi 110 Makkiyah Al-Mi’unn 

 Maryam 98 Makkiyah Al-Matsaani 

 Toha 135 Makkiyah Al-Mi’uun 

 Al-Anbiya 112 Makkiyah Al-Mi’unn 

Al-Hajj 78 Madaniyah Al-Matsaani 

 Al-mu`minun 118 Makkiyah Al-Mi’unn 

 Annur 64 Madaniyah Al-Matsaani 

 Al-furqan 77 Makkiyah Al-Matsaani 

 Asy-syu'ara 227 Makkiyah Al-Mi’unn 

 An-naml 93 Makkiyah Al-Matsaani 

 Al-qashash 88 Makkiyah Al-Matsaani 

 Al-'ankabut 69 Makkiyah Al-Matsaani 

 Arrum 60 Makkiyah Al-Matsaani 

 Luqman 34 Makkiyah Al-Mufashshol 

 Assajdah 30 Makkiyah Al-Mufashshol 

 Al-Ahzab 73 Madaniyah Al-Matsaani 

 Saba` 54 Makkiyah Al-Matsaani 

 Fathir 45 Makkiyah Al-Mufashshol 

 Yasin 83 Makkiyah Al-Matsaani 

 Ash-Shaffat 182 Makkiyah Al-Mi’unn 

 Shad 88 Makkiyah Al-Matsaani 

 Az-Zumar 75 Makkiyah Al-Matsaani 

 Al-Mu`Min 85 Makkiyah Al-Matsaani 

 fushshilat 54 makkiyah al-matsaani 

 Asy-syura 53 makkiyah al-matsaani 

 Azzukhruf 89 makkiyah al-matsaani 

 Ad-dukhan 59 makkiyah al-matsaani 

 Al-jatsiyah 37 makkiyah al-mufashshol 

 al-ahqaf 35 makkiyah al-mufashshol 

 muhammad 38 madaniyah al-mufashshol 

 al-fath 29 madaniyah al-mufashshol 



 al-hujurat 18 madaniyah al-mufashshol 

 qaaf 45 makkiyah al-mufashshol 

 adz-dzariyat 6o makkiyah al-matsaani 

 ath-thur 49 makkiyah al-mufashshol 

 Al-fil 5 makkiyah al-mufashshol 

 Al-quraisy 4 makkiyah al-mufashshol 

 Al-ma'un 7 makkiyah al-mufashshol 

 Al-kautsar 3 makkiyah al-mufashshol 

 Al-kafirun 6 makkiyah al-mufashshol 

 An-nashr 3 madaniyah al-mufashshol 

 Al-lahab 5 makkiyah al-mufashshol 

 Al-ikhlash 4 makkiyah al-mufashshol 

 Al-falaq 5 madaniyah al-mufashshol 

 An-nas 6 madaniyah al-mufashshol 

 



The table above is the data that can be obtained from the results of classification of the 

surah data according to the System. based on the number of verses, of the 114 data above 

shows that the results of inappropriate decisions according to the calculation of the system 

amounted to 5 surahs. with two comparisons of these results, we can determine how accurate 

this application is in determining the classification for the surah classifications, using the 

following formula: 

 

Accurasy 

= (mount of data-the truth from different data)/(mount of data)  ×100% 

= (114-5)/114 ×100%  

=109/114×100 %         

=95,6 % 

By obtaining this number, the system of grouping surah in Al-Qur'an by using Algorithm 

C4.5 considered quite helpful and can facilitate determine decision by using a decision tree, so 

from the decision obtained the result of grouping to categorize surah in Al-Qur'an based 

number of verses, places of inauguration and surah. 

4   Conclusion 

The conclusion from the above discussion is: 

1. The built system is able to categorize surah based on descended places (Makkiyah 

and Madaniyah), and its surah group. The system is capable of displaying the digital 

Qur'an and providing detailed information on each of its surahs. 

2. The results of testing the accuracy of this application of 114 data surah by using 

Algorithm C4.5 is 95.6%, from this result that the C4.5 algorithm able to help users 

in grouping the suras in the Qur'an. 

Suggestions related to the development of the system that has been created that is, adding 

new features, translating Arabic into Latin, and other content such as the suras themes and 

groupings of verses Muhkam and Mutasyabih in Al-Qur'an. 
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