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Abstract—IEEE is making an 802.11ax protocol for next-
generation wireless network. The goal of 802.11ax is to improve 
the networking performance of individual device, especially those 
mobile stations with numerous access networks in high-density 
wireless network. However, traditional 802.11 standards have the 
problem of poor transmission efficiency because traditional 
standards for wireless network enhance the overall wireless 
network volume and are easy to be implemented. When there are 
numerous wireless networking devices existing in a congested 
network to continuously conduct random access procedure, the 
success rate of channel access might drastically drop, leading to 
problems such as data error, loss, latency, energy consumption, 
etc.; to improve this problem, when designing message processing 
mechanism in physical layers, we should also consider the 
problem of media access control. Hence, this paper proposes a 
collision detection and avoidance media access mechanism for 
next-generation WiFi communications. The proposed algorithm 
leverages the ability of underlying random access to compatible 
legacy WiFi and identifies available slot-time to avoid channel 
collision of the access network. The algorithm’s performance is 
evaluated by the simulation which demonstrates significant 
improvement in terms of channel efficiency as well as 
transmission delay. The results confirm that the proposed 
CSMA/CDA scheme provides a better performance than the 
legacy CSMA/CA in dense WiFi networks. 
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I.  INTRODUCTION  

Wireless technology is one of the most popular ways to 
connect the end-device and Internet. Wireless access gives 
mobility to end-devices. There is no need to organize a wired 
infrastructure for the end-devices, and also the number of end-
device may vary. Recently, the market share of smartphones, 
tablet computers and so on with 3 G/LTE adapter and WiFi 
adapter has been growing rapidly. WiFi technology has become 
ubiquitous and continues to be one of the fastest growing areas 
within the field of wireless communications. Nowadays, WiFi 
is recognized as one of the most popular communication 
technology. Most of modern laptops and mobile phones are 
WiFi-capable. 

WiFi is already prevalent in last-mile access networks. 
Since the commercial adoption of 802.11b in 1999, WiFi 
speeds have increased from 11 Mbps to a maximum of 600 

Mbps for 802.11n. However, applications including high 
definition streaming video and instantaneous data transfer 
demand further levels of performance. The emerging IEEE 
802.11ac standard has advantage of wider available bandwidth 
and lower interference levels at 5 GHz. Up to 6.77 Gbps 
throughput can be achieved by utilizing a maximum of 160 
MHz channel bandwidth, 8 spatial streams, and 256 quadrature 
amplitude modulation (QAM). Table I summarizes the 
evolution of the IEEE 802.11 standards [1]. 

On the other hand, the advantages of IEEE 802.11 cause 
some difficulties. In the case of infrastructure mode wireless 
local area network (WLAN), mobile stations (STAs) that 
associate to the same access points (APs) have to compete for 
the shared bandwidth with many traffic sources. A bandwidth 
of one source can be affected by traffic usage of others. Hence, 
the bandwidth not only depends on the number of STAs but 
also the difference between their bit rates. High-speed STA 
bandwidth can be significantly reduced by low-speed STA 
because of the increasing latency media access, as low-speed 
STA requires more time to send data frame. The result is that 
the total capacity of WLAN will be reduced. 

Poor WiFi performance is often attributed to wireless 
interference in heavy loaded scenarios. While a lot of 
researches have been conducted to explore wireless 
interference in a theoretical context, real network deployments 
are yet to gain from it. In this work, we introduce a technique 
to reduce the channel interference between mobile nodes. The 
goal is to execute it in the most unobtrusive fashion when 
possible: (1) Compatible with legacy WiFi media access 
control mechanism; (2) Promote network performance and 
reduce meaningless power-consumption. To achieve these 
goals, this paper proposes a collision detection and avoidance 
scheme for distributed random access wireless networks named 
CSMA/CDA. 

The proposed CSMA/CDA scheme is designed for next-
generation IEEE 802.11ax [2] DCF networks to increase the 
channel efficiency of the network. To our knowledge, this is 
the first algorithm designed for a contention-based coordination 
network. In the proposed scheme, when wireless devices 
require channel resource, it would first acquire channel 
resource via Random Access (RA) procedure. When 
transmitting data sequentially, it would insert a Random 
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Register Number in the Header of the data packet and utilize 
this number to mark preselected random slot, letting AP 
announce the preselected time slot of this mobile station for 
next transmission. This assists mobile station in collision 
detection and avoidance to increase the performance of the 
overall and individual mobile station. 

The remainder of this paper is organized as follows. Section 
2 gives an overview of the legacy media access in WiFi 
technology. Section 3 describes the proposed CSMA/CDA 
scheme. Results from performance are presented and discussed 
in Section 4. Finally, Section 5 presents the conclusions. 

II. LEGACY IEEEE 802.11 WIRELESS COMMUNICATIONS 

The IEEE 802.11 standard defines two types of services, 
namely a contention-free polling-based point coordination 
function (PCF) and a contention-based distributed coordination 
function (DCF). PCF is a centralized scheme, while DCF is a 
distributed one. In 802.11, priority access to the wireless 
medium is controlled by the application of an inter-frame space 
(IFS) time between the frame transmissions. To prevent 
collisions, the transmitter is obliged to wait for the channel to 
be free for a specified time interval of distributed inter-frame 
space (DIFS) before sending a frame. If the medium is 
currently busy or becomes busy during this interval, the 
transmitter defers the frame transmission until it detects a DIFS. 
At this point, the transmitter selects a random interval referred 
to as the backoff time to determine the timing for commence 
transmission. The backoff time is an integer number of slots 
uniformly chosen from the interval (0, CW-1), where CW is the 
backoff window, also referred to as the contention window. 
The backoff number counts down slot-by-slot, and when it 
reaches zero, the frame is transmitted. 

Due to the nature of wireless communications, stations in 
the network are unable to detect a collision simply by listening 
to their own transmissions. Therefore, an immediate positive 
acknowledgment technique is employed to confirm the 
successful reception of a frame. Specifically, when receiving a 
frame, the receiver waits for a time interval of short inter-frame 
space (SIFS) and then transmits an acknowledgment (ACK) to 
the transmitter, confirming that the frame has been correctly 
received. The SIFS is deliberately assigned a shorter interval 
than the DIFS in order to assign the receiving station a higher 
priority than any other stations waiting to make transmissions. 
The ACK is only transmitted if the frame is received correctly, 

and hence if the transmitter does not receive an ACK, it 
assumes that the data frame must have been lost, and therefore 
schedules a retransmission. Figure 1 illustrates the basic 
operations of the distributed coordination function involved in 
802.11 protocol [3]. 
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Figure 1.   Basic access mechanism in IEEE 802.11 DCF 

Legacy IEEE 802.11 MAC has the problem of poor 
performance because the failure rate of bandwidth competition 
increases along with the number of mobile station, leading to 
the degradation of performance. The figure below respectively 
list the consumed delay time when successfully/failing to 
transmit packets when basic access mechanism compete 
channel with virtual carrier-sensing mechanism [4]: 
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(a) Basic access mechanism 
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(b) Virtual carrier-sensing mechanism 

Figure 2.  Ts and Tc for basic access and virtual carrier-sensing mechanisms 

TABLE II.  EVOLUTION OF THE IEEE 802.11 STANDARD [1] 

802.11 Protocol Year Released 
Frequency 

Band 
Channel 
Widths 

Highest Single Stream 
Data Rate 

Modulation Type 
MIMO 
Streams 

Highest Aggregate 
Data Rate 

802.11 legacy 1997 2.4G Hz 20 MHZ 2 Mbps DBPSK,DQPSK 1 2 Mbps 

802.11a 1999 5 GHz 20 MHZ 54 Mbps 
BPSK,QPSK,16-QAM, 

64-QAM 
1 54 Mbps 

802.11b 1999 2.4 GHz 20 MHZ 11 Mbps CCK 1 11 Mbps 

802.11g 2003 2.4 GHz 20 MHZ 54 Mbps 
BPSK,QPSK,16-QAM, 

64-QAM 
1 54 Mbps 

802.11n 2009 2.4 and 5 GHz 20 ,40 MHZ 150 Mbps 
BPSK,QPSK,16-QAM, 

64-QAM 
4 600 Mbps 

802.11ac 2012 5 GHz 
20,40,80, 160 

MHZ 
866.7 Mbps 

BPSK,QPSK,16-QAM, 
64-QAM,256-QAM

8 6.77 Gbps 



From Figure 2 it is seen although the implementation of the 
basic access mechanism is simpler, Tc is longer; in comparison, 
virtual carrier-sensing mechanism has shorter Tc, but is 
advantage is its delay time Ts, transmitting packets would 
increase greatly. Therefore, although the occurrence of 
collision decreases, the performance might be influenced due to 
RTS/CST is the extra overhead. 

Distributed coordination function (DCF) in IEEE 802.11 [5] 
utilize CSMA/CA mechanism to conduct media access control. 
In this scheme, access point and stations continuously monitor 
the activities of the channel during data transmission/reception; 
however, this method would cause overhearing, making 
stations except for transmitter-receiver pair consume a lot of 
energy to receive unnecessary packet and cause energy waste. 

A variety of literatures addressed the selection of 
Contention Window (CW) has great impact on the efficiency of 
IEEE 802.11. When CW is large, it would let stations select 
larger backoff time, and stations would need more time before 
being able to conduct transmission, leading to delay; when CW 
is small, it would let stations select the same backoff time and 
increase the occurrence of collision. Therefore, large CW or 
small CW would both influence the overall efficiency, and thus, 
a variety of improvement methods for DCF have been derived. 

[6] proposed a Bi-Directional Sleep DCF (BDSL-DCF) to 
improve the energy efficiency of DCF. [7] replaced traditional 
backoff mechanism by polynomial backoff mechanism, 
providing improvement method towards real-time transmission 
to improve the resource competition and access delay. In [8] 
improved the selection process of contention window (CW) 
and proposed a method named New Binary Exponential 
Backoff (N-BEB) which can achieve the fairness and 
efficiency and reduce packet lost rate. [9] proposed an 
algorithm which enables every station to dynamically adjust 
CW size according to channel congestion and accordingly 
reduce the occurrence of collision. 

III. THE PROPOSED SCHEME 

This study proposed a modified CSMA/CA mechanism of 
IEEE 802.11 named CSMA/CDA to improve the performance 
degradation problem confronted in dense WiFi networks. In the 
proposed scheme, when mobile node transmits data to AP, the 
mobile node would attach a registered random number (RRN) 
in the packet. When an AP receives the RRN message 
piggybacked by data packet, it would add the RRN number to 
the RRN scheduling list. AP then replies the ACK with an 
attached RRN information (containing the MAC address of 
candidate mobile node) to notice the transmitter and the nodes 
near to the AP. With the proposed scheme, the mobile node 
which is compatible to CSMA/CA scheme and can utilize the 
RRN message carried by the AP to update the prescheduling 
channel information and adjust its backoff timer to reduce the 
occurrence of collision. 

Traditional CSMA/CA mechanism would diagnose the 
occurrence of collision after the transmission. The proposed 
scheme can coordinate with AP via RRN message. Partial 
collision can be avoided before this happens. In the following, 
the present study will use two examples to explain the 
difference between CSMA/CA and CSMA/CDA. In the 

illustrated examples, MH1 and MH2 both have two and three 
packets to transmit, respectively. The difference between the 
two examples is mobile node and AP would both piggyback a 
RRN message to the transmitted packets when the mobile 
station supports the proposed CSMA/CDA scheme. 

In the example of Figure 3, assume the initialized binary 
exponential backoff time of MH1 andMH2 are 8 and 12, 
respectively. Owing to the BEB number of MH1 is shorter, 
after waiting for (i.e., countdown) 8 slots; MH1 would first 
acquire the rights for channel access (reselecting a random slot 
for next channel access from contention window after receiving 
ACK) and then follow the sequence below: MH1, MH2, MH2, 
MH1 and MH2. Refer to Figure 3(b), in this case, collision 
occurs when MH1 is transmitting second data packet and MH2 
is transmitting third data packet at the same slot time, leading 
to the random backoff procedure is executed due to the 
occurrence of collision. Table II illustrates the BEB number 
selected by MH1 and MH2. 

TABLE II.  BEB VARIATION OF MH1 AND MH2 (CSMA/CA) 
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(a) The first half of the transmission period 
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(b) The latter half of the transmission period 

Figure 3.  Illustration of Legacy CSMA/CA 

Similar to Figure 3, Figure 4 also assumes MH1 and MH2 
need to transmit 2 packets and 3 packets, where the initialized 
backoff time is 8 and 12 slots, respectively. In such case, MH1 
gets a shorter backoff time and prepares to send the data packet 
after waiting for 8 slots. With the proposed scheme, MH1 
would send the data packet attached by a registered random 
number (RRN = 20). After MH1 successfully completes packet 
transmission and passes 4 slot times, MH2 would sequentially 
send its first and second data packets with the attached RRN, 
next to the DIFS time. However, it is interesting to notice that 



before MH2 prepares to transmit the third data packet, MH2 
notices a collision will occurs after 6 slots and therefore 
reselects a new random backoff timer. Hence, as shown in 
Figure 4b), the collision can be avoided compared to the results 
shown in Figure 3(b). 

According to the results shown in Figure 4(c), in 
comparison with traditional CSMA/CA mechanism (as 
illustrated in Figure 3), when an AP receives the data packet, it 
would take out the RRN message and match it with the record 
in RRN scheduling list to determine whether the slot requested 
by the transmitter is occupied. After that, AP can select the 
mobile node which is seen as priority to access the wireless 
channel sequentially according to RRN scheduling list. After 
receiving RRN information piggybacked by ACK, the 
transmitter and the mobile nodes surrounding the AP would 
avoid to access wireless at the slot time which has been 
registered by the transmitter to prevent the occurrence of 
collision. Table III lists the BEB number selected by MH1 and 
MH2 with the proposed CSMA/CDA scheme. 

TABLE III.  BEB VARIATION OF MH1 AND MH2 (CSMA/CDA) 
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(a) The first half of the transmission period 
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(b) The latter half of the transmission period 
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(c) Example of RRN scheduling lists. 

Figure 4.  Illustration of the proposed CSMA/CDA 

IV. PERFORMANCE SIMULATION 

This study evaluated the performance of the CSMA/CA and 
the proposed CSMA/CDA using the developed network 
simulator based on object-oriented C++. The goals of these 
tests were to: (1) show the proposed scheme is able to increase 
the channel access efficiency, and (2) reduce the channel access 
delay in dense networks by reducing the interference of 
channel access collision. In the simulations, the mobile nodes 
are deployed uniformly along the AP. The transmission data 
rate of the evaluated traffic is 150 Mbps. The default values of 
IEEE 802.11 parameters are listed in Table IV. 

TABLE IV.  DEFAULT VALUES OF PARAMETERS IN SIMULATIONS 

Physical Meaning Value 
SLOT 9 μsec  
SIFS 10 μsec  
DIFS 28 μsec 
PreambleLength 96 bits  
PHYhdr 40 bits  
CWmin 32     
CWmax 1024     
Data frame length  1000 bytes 
ACK frame length  14 bytes 

 

Table V examines the variations of the average network 
throughput as number of mobile nodes. As shown in Table 5, 
when there are only 5 to 10 mobile nodes in the network, 
CSMA/CDA gets higher throughput and complete the data 
transmission earlier due to the capability to reduce the 
occurrence of collision; although the average throughput of 
CSMA/CDA reduces when the number of mobile nodes 
increases, the throughput of CSMA/CDA throughput has 
always had better performance. When there are a lot of mobile 
nodes, e.g. 50 mobile nodes, compared to CSMA/CA, 
CSMA/CDA can enhance 33.95% of the throughput. In view 
of this, it is known CSMA/CDA is beneficial to enhance 
network performance.  

TABLE V.  THE THROUGHPUT OF THE VARIOUS MOBILE NODES 

# Mobile nodes CSMA/CDA (Mbps) CSMA/CA(Mbps)
5 7.023928 5.985435 
10 4.121300 3.787467 
15 3.035008 2.543127 
20 2.337861 1.806165 
25 2.042740 1.531244 
30 1.648595 1.267646 
35 1.436737 1.008543 
40 1.274214 0.887643 
45 1.137602 0.796546 
50 1.047915 0.677954 

 

As regard to the latency using legacy CSMA/CA and the 
proposed CSMA/CDA, the results in Table VI show that, 
compared to CSMA/CA, CSMA/CDA has less delay time 
because CSMA/CDA can greatly reduce the occurrence of 
collision, avoiding using larger contention window when there 
is random backoff; especially when the number of mobile node 



increases. Taking 20 nodes as example, CSMA/CDA reduces 
23.12% of the delay time. When the number of mobile node 
increases up to 50, CSMA/CDA can reduce 25.04% of the 
delay. The simulation results show CSMA/CDA has excellent 
performance when the number of mobile nodes increases. 

TABLE VI.  THE DELAY OF THE VARIOUS MOBILE NODES. 

# Mobile nodes CSMA/CDA (Sec) CSMA/CA (Sec)
5 0.002471 0.002935 
10 0.004231 0.005210 
15 0.006043 0.007642 
20 0.007892 0.011409 
25 0.009696 0.012394 
30 0.011932 0.015476 
35 0.013695 0.016781 
40 0.016064 0.021056 
45 0.017913 0.024026 
50 0.019965 0.026923 

 

From the above simulation results it is known, CSMA/CDA 
can effectively reduce the occurrence of collision, enhance 
throughput and alleviate the delay. Most importantly, it can 
avoid unnecessary power consumption caused by transmission 
collision. The results showed the proposed CSMA/CDA 
scheme outperforms legacy CSMA/CA, especially in dense 
WiFi networks. 

V. CONCLUSION 

Recent WiFi products enable dramatic improvements in 
data rates but are still of poor performance in the case of 
massive mobile stations. In order to solve this problem, the 
present study proposed a novel media access scheme for next-
generation WiFi networks. The proposed CSMA/CDA scheme 
exploits the channel access information collected by associate 
mobile stations for AP to continuously coordinate the media 
access across the network. The present study evaluated the 

performance of the proposed scheme within different operating 
scenarios. Simulation results reveal that the proposed 
CSMA/CDA media access control scheme provides higher 
performance and shorter delay than the CSMA/CA scheme in 
dense environment of 802.11ax networks. 
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