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Abstract—Our daily life is changing by the smart objects, such
as smart watches, smart phones etc. They make the cyber world
and the physical world integrated by their abundant abilities
of sensing, communication and computation etc. Focusing on a
wide range of the integrated network, a statistical based strategy
was introduced to get a special kind of link between objects, the
statistical probability communication link. To get a maximized
information spread probability for grouped people, this paper
introduced a distributed, yet efficient algorithm naming DMPID
algorithm, for finding a sub-network to spread people oriented
inforamtion. The DMPID algorithm take the size of the selection
and the information spread probability into account, and made
a balance between the two parameters. Extended simulation
showed that the DMPID algorithm performs well in different
distributed networks.

I. INTRODUCTION

Benefit from the advances in sensor networks, the cyber
physical network appeared as a innovation technology to
integrate the cyber-space with the physical-space. It makes the
mobile computing, smart sensing and smart controlling more
sophisticated. It’s expected that in the future, the integration
of cyber space and physical space can make our daily lives
easy and efficient. By connecting the daily objects, such as
television, car, refrigerator, laptop, even coffee cup, key etc.
these objects can exchange information between each other,
and such form a heterogeneous network. This network can also
co-related with the users’ cyber social networks. An example
of such correlation network is shown in Fig. 1. Compared with
the traditional internet that focuses on the interconnection of
computers, the cyber physical network builds a wider network
that consists of both the computers and various physical
objects in the world. The Cyber-Physical network is widely
used in many fields such as green computing, intelligent
power service, smart city and others. It is also regarded as
an important data source and application area of big data
technology. In the cyber physical network, there exist various
kinds of relations among the physical and cyber objects (as
shown in Fig. 1). The relations can be described in different
dimensions, such as spatial dimension, temporal dimension,

Fig. 1: An example of cyber-physical network

social dimension and others. For example, neighbor relation is
a common relation that described in spatial dimension, which
may refer to that a key resides near a laptop, or a watch lies on
a television. And co-owner relation is a common relation that
described in social dimension, which may refer to that a car
and a camera, or a USB storage device belong to a common
owner. Besides, friend relation is a widely used ubiquitous
relation, which may refer to that the owner of two cars are
friend in the cyber space. The relations are important for the
user to extract needed knowledge and navigate among objects.
Considering that cyber physical network usually related to a
large number of objects, the extracted relations will in large
volume and can be feeded into big data tools for further
processing.

Basing on the relations mentioned above, different types
of interesting applications can be taken out. Such as accu-
rate information flooding, some information is needed to be
forwarded to a certain group of people for example, people
oriented advertisement, urgent temporary cooperation, take
emergency care as an example, etc. However, these applica-
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tions need the participant to cooperation in higher opportunity
. The task to choose the crowd is quite challenging, because
these cyber-physical objects have been changing all the time.
And the relation between the objects is changing all through
time. The main difficulty is that a global snapshot of the
network is usually needed to analyze the relations between
objects so as they can be selected as the collaborators. In these
cases, the key problem is not to deal with the communication
problems in wireless network, but to ensure the opportunity
of the cooperation so as to finish the tasks. As a result,
when choosing the collaborators, the priority criteria is the
opportunity that the objects can communicate between each
other.

Existing works on cyber physical relations focuses on how
to find an efficient algorithm to collect the needed information.
Not considering that besides the algorithm, the dynamic of the
network is the most important factor in the cyber physical
environment. In previous works [1], [2], it is focuses on
collecting the information from a collection of objects to infer
the relations. They take a centralized strategy, which collect
the information from the distributed objects to one centralized
object. This introduces several intuitional problems, such as
one-point failure problem, finding the strong enough server
is difficult, and in cyber physical network, such centralized
structure introduces serious security risks. Therefore, a suitable
strategy is needed to support applications demands in these
cyber physical network, so as to meet these opportunity
dependent tasks in such environment.

In this paper, we propose a distributed algorithm to find
and construct a sub-network, which has the higher probability,
meanwhile, keep a good network characteristic. Basing on
this sub-network, we can deploy different types of algorithms
for the cyber physical applications. We first analyze the
characteristics of the cyber physical network and make up
the distributed system model for this problem. After that, we
illustrate our algorithm how to construct the sub-network for
information diffusion. The algorithm fully used the neighbor
information and optimized for the opportunity connections
between objects. Extensive simulations are carried out to val-
idate the effectiveness of the proposed algorithm. The results
show that the proposed approach is effective and outperform
the existing approaches. In summary, this paper makes the
following contributions.

• We build a distributed system model for the cyber phys-
ical network to support different types of applications.

• We proposed a distributed algorithm to make a selection
in the cyber physical environment so as the information
diffusion in a higher probability.

• We conducted extensive simulations to validate the effec-
tiveness of the proposed algorithm.

The rest of the paper is organized as follows: Section II
describes the system models used in this paper. After that, the
distributed sub-network construct algorithm is illustrated in
Section III. The simulation results for the proposed algorithm
are reported in Section IV. Section V reviews the related works

and finally Section VI concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Co-relation of the cyber network and the physical network,
forming a more complex network. It’s heterogeneous both in
the nodes and links. We call such a network cyber physical
integrated network. The core characteristic of such a network
is dynamic. Which means that the nodes and the connection
between nodes in the network is changing all through the time.

A. Integrated Network Model

The cyber physical integrated network has the characteris-
tics similar as that in sensor networks, objects can communi-
cate with other ones which lies nearby. And whenever they lies
in the data transmission range with each other, they can not
directly bi-communicate. We model the integrated network as
a bidirectional graph G = (V,E), where V is the objects set
and E is the communication channel set. The links are setup
when they satisfy the following constraints: ∀u, v ∈ V , there
exists a edge E(u, v) between u and v, if and only if:

• u lies in the v’s transmission range.
• v lies in the u’s transmission range.
• there is no obstacle that can prevent electronic transmis-

sion between u and v.
However, in the cyber physical integrated network, the

communication channel between objects is not in a constant
status so long as they may moving or moved time to time.
The communication between two objects is made when they
are in the data transmission range within each other. This is
happened in an opportunistic manner within a period of time.
We introduce the probability to describe the communication
opportunity.

In the cyber physical integrated network, each object vi has
a probability connection Pij to object vj . The probability can
be derived from the statistical characteristics of the network,
and even more, the probability is different at different time of a
day. So the cyber physical integrated network is modelled as a
graph G = (V,E), where V = {v1, v2, · · · , vn} corresponding
to the objects, and E is the set of communication links between
any pair of objects. Each eij ∈ E has a attribute of probability
Peij .

In this paper, we focus on find the stable sub-network for a
certain time in a day to maximize the probability of informa-
tion diffusion. So the objective is to construct a sub-network
from the network described above, so as the information can
spread in a higher probability. However, respect to the concept
of lifetime in network, the probability is determined by the
minimum communication link of the network. A example
network shows in Fig. 2, in which the maximum information
diffusion probability is 0.4.

B. Problem Formulation

As described in part I, we want to maximize the information
diffusion opportunity in the cyber physical integrated network.
The critical task is to find a sub-network, so that objects
can transmit the information to their neighbor in a higher
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Fig. 2: An example network

opportunity. At the same time, the objects selected for the
information spread is minimized. Formal description as:

Maximizing Probability of Information Diffu-
sion(MPID). Given a network G = (V,E) and the
distribution of the nodes, the MPID problem is to find a
minimum connected sub-set S to meet the following demands:

• the size of the sub-set S is minimized, min{|S|}.
• the probability for information diffusion through the sub-

set is maximized, max{Prob(S)}
The MPID problem is a multi-objective optimization prob-

lem. And the two objective can not be optimal at the same
time. To let the information spread all over the network,
the sub-network should dominate all other objects in the
network. At the same time these selected objects should keep a
high connection probability. For the cyber physical integrated
network is a dynamic network, and the probability connection
is different time to time, so the valid of the links in the network
should be taken into consideration. In this paper, we assume
that the information diffusion time is much less than the time
for constructing of the sub-network.

III. ALGORITHM DESIGN AND ANALYSIS

The cyber physical integrated network is formulated to be a
bidirectional graph, and the algorithm is designed based on the
neighbor information. The prerequisites is that the information
of neighbor and two hops neigbor have been collected.

A. Distributed MPID Algorithm

In the cyber physical integrated network, constructing a sub-
network that can communicate with all the other objects is
an almost impossible task. Specially, a centralized method is
completely not applicable. So in such a network, a distributed
and low message complexity algorithm is desired. Inspired
by the distributed algorithms in wireless sensor network [3],
we adopt the two hops information based algorithm design
strategy.

For convenience, we define the dominant ability taking the
size of the selection and information spread probability into
account. Given a node v, and his neighbor N(v). The dominant
ability of v for his neighbor is defined as

DA(v) = α ∗ am(v) ∗ |LN(v)|+ β ∗ CN(v) (1)

In the equation, α and β is the non negative coefficient of the
two elements, am(v) is the arithmetic mean of the probability
of the links. i.e

am(v) = mean{Pv,u|u ∈ N(v)} (2)

The LN(v) is the links that has a higher probability than the
am(v)

LN(v) = {u|Pu,v > am(v), u ∈ N(v)} (3)

And the CN(v) is introduced to describe the link with the
minimum probability.

CN(v) = |am(v)−min{Pv,u|u ∈ N(v)}| (4)

The definition of the am(v) and |LN(v)| take both the
probability and the size of the links into account, while
CN(v) is deserved for considering the link with lowest
communication probability. Since the probability of the links
is a statistical parameter for a certain time range, the am(v)
can be respected to contribute for maximizing the probability
of the final sub-network, and the |LN(v)| is to minimizing the
size of the selected nodes, while the CN(v) is balancing the
two objectives. Intuitively, nodes with more neighbor and have
higher communication probability will play more important
role in hop by hop communication.

Besides, in some cases, one node and his neighbor can be
dominated by another node. In that case, the node can be
pruned from the selected sub-network, so as to reduce the
size of the final sub-network. The definition for describing the
ability for a node to dominate a set of other nodes as:

DAS({v}, S) = α ∗ ams(v) ∗ |LS(v)|+ β ∗ CS(v) (5)

In equation 5, the ams(v) = mean{Pv,u|∃eu,v, u ∈ S},
denotes the arithmetic average probability of the links, through
which the node v can connect to the nodes in set S. The
LS(v) = {u|Pu,v > ams(Pv,u), u ∈ S}, is the num-
ber of the links that has a higher communication probabil-
ity compared with the average probability. The CS(v) =
|ams(v)−min{Pv,u|u ∈ S}|, is the distance for the lowest
communication probability to the average probability. And the
α and β is coefficient for these two element. The equation
represents the ability of node v dominate the nodes in set S.

In some cases, a node and his neighbor may be dominated
by his multiple neighbor. Thus, even the node is pruned from
the selection, the node and his neighbor can participant the
information diffussion either. The definition for the dominant
ability of set to set as:

DAS(S1, S2) = α ∗ ams(S1) ∗ |LS(S1)|+ β ∗ CS(S1) (6)

In equation 6, the ams(S1) = mean{max{Pu,v|u ∈
S1}|v ∈ S2} meaning that given a node u in set S1,
choose the link (through which u connected to set S2)
with the highest probability, then get the arithmetic aver-
age of these probability. And the LS(S1) = {eu,v|u ∈
S1, v ∈ S2, Peu,v > ams(S1)} is reflecting the number of
links, through which the two set are connected. CS(S1) =
|ams(S1)−min{max{Pu,v|u ∈ S1}|v ∈ S2}| describing the
distance from the lowest probability of the links to the average
probability. The equation represent the ability for nodes in S1

dominate the nodes in S2. This is used to prune the initial
selection made by intuitive strategy.



Similar as that most distribute algorithms, we design the
Distributed MPID algorithm (DMPID) as a three stage algo-
rithm. The first stage finishes the tasks for collecting neighbor
information and the initial role of the nodes in the network.
To be specific, each node collect his one hop and two hops
neighbor information through data transmission. Using these
collected information, node v determines his initial role. If the
two node u and w both are the neighbor of node v, and there
is no direct link between them, i.e the link eu,w dose not exist,
the node v can be determined to be a dominator, and should
be marked as Blue.

The sencond stage of the DMPID algorithm is to reduce the
initial selection. A dominator selected in the first stage will be
pruned from the selection and marked as Green through the
following two criterions:

• a dominator and his neighbor can be dominated by one
of his neighbor, then the dominator can be pruned.

• a dominator and his neighbor can be dominated by a set
of his neighbor, then the dominator can be pruned.

Through the above two criterions, the selection of the nodes
is reduced. But in some cases, this is not good for maximizing
the communicatipon probability. For example, in Fig. 2 the
node 5 will be pruned from the selection after the sencond
stage. In fact, if introduce the node 3 as an alternative, the
communication probability of the selection is much higher.
So the stage three of the DMPID algorithm is to check these
one hop connections to the selection from the candidates
to be pruned. Take the node v that has to be pruned as
an example, if there exist a node u in the neighbor of v,
∃u ∈ N(v), at the same time u ∈ N(w), where w is a
dominator, and min{Pu,w, Pu,v} > Pw,v , we define the profit
as the increment of the two links compared to the original
link, refer the equation 7.

Pro(v, u|w) = min{Pu,w, Pu,v} − Pw,v

Pw,v
× 100% (7)

If the profit achieves a threshold γ, then the node u is added as
an additional selection and node v avoided to be pruned. The
pseudo code of the DMPID algorithm is listed in algorithm 1.

B. Analysis

The distributed algorithm based on the neighbor and two
hops neighbor information has been proofed to be valid and
correct[3]. We take a similiar strategy to design the DMPID
algorithm, and every node in the network make decision
based on the neighbor and two hops neighbor information.
From the perspective of each node, it’s totally using the local
information. Here, we briefly analyses the correctness, valid
and complexity of the DMPID algorithm.

As stated in the system model, in the cyber physical
integrated network, the objects can communicate with each
other in a probability manner. Given a time, the commu-
nication probability can be determined based on statistical
and predicate methods. During a certain time period, the
application related objects can form a connected network. In

Algorithm 1 DMPID Algorithm

Require: Each node knows his neighbor and two hops neigh-
bor.

Ensure: A node knows the probabilities of the links attached
to him.

1: Initially, node v is marked as dominatee.
2: For each two neighbors u and w of v
3: if eu,w does not exist then
4: v changes his role as dominator, mark as Blue.
5: if node v is a dominator, marked as Blue then
6: For each v’s neighbor u, which DA(u) ≥ DA(v)
7: if u can dominate N [v], and DA({u}, N [v]) ≥

DA({v}, N(v)) then
8: v changes to potential dominatee, and mark as

Green. Go to stage 3
9: For some of v’s neighbor u1 . . . uk, where DA(ui) ≥

DA(v)
10: if Set S = {u1, . . . , uk} can dominate N [v], and

DA(S,N [v]) ≥ DA({v}, N(v)) then
11: v changes to potential dominatee, and mark as

Green. Go to stage 3
12: if node v is a potential dominatee, and marked as Green

then
13: For each v’s neighbor u, u is dominatee
14: if ∃w is a dominator, and Pro(v, u|w) > γ then
15: v changes to be dominator and mark as Blue
16: u changes to be dominator and mark as Blue

the first stage of the DMPID algorithm, a node is chose as
a dominator if the node has two neighbor, but the two nodes
has no chance to communication with each other. Suppose
node v and u are two nodes in the network, and they have
no chance to communicate, in other words, there is no link
between them in the network. But the network is a connected
network, through some hops node v can reach to node u. The
simplest situation is through two hops, thus as the algorithm
shows, the intermediate node w will be chose as dominator. In
such a scenario, any node that link to the node w, if he is not
linked to v or u, he will be selected as dominator. In this way,
the nodes in the network chosen as dominator is connected.
And if the path from v to u is longer than two hops, then
there exist a node on the path that is two hops to v. Thus,
it’s the same as that of the situation ahead. Therefore, in the
algorithm stage 1, a connected sub-network will be selected.
In stage 2 and 3, operation is performed on the premise of
guaranteeing the connectivity. As a result, the selected sub-
network will keep connectivity all through the algorithm. It
shows that the DMPID algorithm is valid.

After the first stage of the DMPID algorithm, a connected
sub-network is selected.A pruning process is needed to reduce
the size of the selection. The criterions for reducing the size
of the selection is a node can be replaced by other nodes in
the selected set. The pruning process ensured that if a node v
is pruned from the selection set, the nodes connected to v can



connect to other dominators. The connectivity of other nodes
in the selected sub-network is still keeped, otherwise, the node
can not be pruned. On the other hand, unless the nodes that
can dominate node v and his neighbor, the nodes will not be
checked for replacing node v. Thus, the connectivity of the
selection set is guranteed.

Besides, the DMPID algorithm is a heuristic algorithm
based ob the neighbor and two hops neighbor information
of the nodes in the network. The selection of the sub-graph
is not optimal in global in terms of the information spread
probability and the size of the selection. This is the same case
as that most distributed algorithms[3]. In DMPID algorithm,
the message passing process include the neighbor and two
hops neighbor finding and the pruning procedure. The total
information exchanged during these procedure is comparable
with the case in most of the distributed algorithms[3]. In cyber
physical integrated network, a node’s neighbor is bounded due
to the hardware restrictions. And the computation complexity
on each node is rely on the number of his neighbor, as a result,
the complexity of the algorithm is bounded.

IV. EVALUATION

The DMPID algorithm focuses on finding a sub-network
to make the communication probability maximized. The most
similar work we found is Lin et. al. [3]. They tried to
find a connected dominant set for a cognitive network. The
comparable parameters are the size of the selection, and the
weight of the selection for maximizing the lifetime or the
information spread probability.

A. Evaluation Setup

The nodes distribution of the network affects the selection
of the sub-network heavily. In the evaluation, both the density
of the nodes and the probability of the links between nodes are
randomly generated. Take the number of the nodes as variable,
and observe the variation of the size of the selection and the
information spread probability.

In each simulation, we generate the network using a k-
means clustering method to assure the nodes distribution and
the density. Meanwhile, keep the network as a connected
network. The simulation is taken out in two different scenarios,
sparse network and dense network. In sparse network, the links
distribute in a probability of 30%, while in the dense network
the distribute probability as 75%. Besides, the probability
for two objects communication is uniformly distributed. The
coefficient for the dominant ability is set as alpha to be 0.7,
and the beta to be 3. The simulation is run for 50 times and the
average result is taken to reduce the influnce of randomness.

B. The Results

The evaluation is taken out to validate the algorithm’s
correctness and efficiency in terms of the size of the selection
and the maximum information diffusion probability.

1) The size of the selection: In DMPID algorithm, the size
of the selection is considered accompany with the information
spread probability, which is the weight of the links. As stated
in algorithm design, in order to get a higher information
spread probability, some additional nodes may be added to
the selection, make the size of the selection larger. In Fig. 3,
the size of the selection of the DMPID algorithm is a little bit
larger. This is because in DMPID algorithm, some interme-
diate nodes is additionally selected to make the information
spread probability higher. Besides, in Fig. 3, the size of the
selection is comparable with the L-MLCDS algorithm in the
case of sparse network. However, in the case of dense network,
the size of the selection is larger than that of L-MLCDS
algorithm. The reason for such a result is that when the density
of the links in the network reaches 70%, there is more chance
the links for a higher information spread probability exists.
As a result the intermediate nodes chosen as an additional
dominator enlarged the size of the selection. However, in Fig.
3, we can easily find that the size of the selection is still in
an acceptable level compared with the scale of the network.
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Fig. 3: Simulation result for size of CDS

2) The information spread probability: At any given time,
the information spread probability is bounded by the minimum
probability link between the objects, which means that two
objects in the current time has the lowest probability to com-
municate with each other than the other neighbor in the target
group of objects. The DMPID algorithm tries to find the ob-
jects that can communicate at a higher probability, and assure
that a object can communicate directly with at least one of the
objects in the selection. In Fig. 4, the DMPID algorithm can
hardly get a higher information spread probability in sparse
network. Because in sparse network, there is few links to an
object and the selection can be made only in a few chances.
So the choose of intermediate nodes process in the algorithm
is ignored in most cases. As a result, the communication
links are keeped the same as that in L-MLCDS. Beside, the
information diffusion probability in sparse network is lower
for that in some cases, the links with small communication
probability maybe the sole chose for the object communicate
with the objects in the selection. However, in densed network,
the choose for intermediate objects may happen in most
situations. As a result, the information diffusion probability
of the selection is higher in most cases. And in some cases,
as shows in Fig. 4, the result of the DMPID algorithm can



be twice times compared with L-MLCDS in terms of the
information diffusion probability.
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Fig. 4: The state of the network

V. RELATED WORK

Information diffusion is a hot topic in social network
research. The reserch includes model for the information
diffussion in specific form of networks [4], [5], speed up
the information diffusion in social networks to get a higher
influence [6], [7], explore the diffusion way of some types of
information in social network and to control them or direct
the information diffusion [8], [9] etc. These work focus on
the information diffusion in online network, not considering
the physical elements.

There is rarely research for information diffusion in cyber-
physical integrated network. [10] explored the impact of the
speed and scale of information diffusion by integrating the
physical network such as face to face communication, phone
calls, and the online social network such as Facebook, Twitter,
YouTube etc. [11] studied the information diffusion behavior
of real-time information in an overlaying social-physical net-
work. They assume that the physical network consist of many
cliques and information can spread quickly in the cliques.
However, how these cliques are formed and the information
diffusion among cliques are not considered.

Selecting a sub-network in wireless network is an important
research topic. Lots of research focused on minimizing the
size of the selection and the efficiency of the select process,
and they assumed that the topology of the network is known
ahead [12]. Distributed selecting a sub-network in wireless
network is divided to additional based and prune base methods
[13]. But they consider the network links are static. The
cyber-physical integrated network is a dynamic network, and
information diffusion in such a network must deal with the
dynamic. The most similiar work to our’s is Lin et. al. [3],
they studied the dynamic situation in cognitive network.

VI. CONCLUSION

This paper focuses on the information diffusion in the
cyber physical integrated network. Emphasize the dynamic
of the network and the people oriented information spread.
In a distributed cyber physical integrated network model, the
communication of the objects are a probability event. Basing
on the statistic strategy, the information diffusion in such a
network is dealt with finding a sub-network to accomplish

the task. And the purpose is to make a selection so as the
size is minimized and the infomation diffusion probability is
maximized over the probability links. By designing DMPID
algorithm, the selection is made in a distributed manner and
used the prune based distribute algorithm design strategy. Ex-
tensive simulation shows that the DMPID algorithm performs
well in different distributed networks. The future work include
the study on the information diffusion over the cyber physical
integrated network from the angle of time migration.
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