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Abstract: In the face of the massive amount of data constantly generated, people hope to
reveal the potential patterns of things and discover knowledge with important value.
However, the existence of missing data not only increases the difficulty of data mining,
but also reduces the reliability of analysis results. Rational filling of missing values has
become a very important  part  of  current data analysis and mining.  In this paper,  we use
data modeling to fill the missing values in incomplete data, and construct a model to mine
the association relationship between data attributes, with the goal of improving the model's
ability to approximate the association relationship between incomplete data attributes. The
research in this paper completely combines big data context modeling and economic
growth for application and research, and makes a new breakthrough and analysis in a new
research area and a new research direction.
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1 INTRODUCTION

Artificial neural network as an information processing technology, with the proposed BP
algorithm, the rapid improvement of computer computing performance with the introduction of
BP algorithm, the rapid improvement of computer computing performance and the rise of big
data, it has received extensive attention and research in various fields [1]. Neural networks are
very widely used in the work of reducing the incompleteness of data sets because of their
flexible structure, outstanding nonlinear learning ability, and ability to uncover the hidden
information carried in the data [2]. In order to be able to properly improve the modeling
efficiency and model fitting accuracy, this paper investigates the neural network-based
modeling method for incomplete data from two perspectives: network structure and training
scheme [3]. In view of the simple structure and good learning ability of single-output subnets,
this chapter adopts the subnet structure to build the attribute association model. In addition, to
address the problem of incomplete model input caused by the presence of missing values, an
iterative learning scheme is used to train the neural network, which enables all the present
attribute values to participate in the model training, which not only effectively solves the
problem of incomplete model input and thus improves the approximation performance of the
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model, but also increases the utilization of the information of the present attribute values in the
data. In this paper, the bp neural network algorithm is studied and analyzed in the context of the
change of economic model big data.

2 MULTILAYER PERCEPTRON MODEL FOR INCOMPLETE
DATA

Multilayer perceptron is a classical feedforward neural network, and this section introduces the
basic principles and processes of neural network-based regression modeling of incomplete data
attributes, using multilayer perceptron as a representative [4].

Figure 1: Single hidden layer multilayer perceptron

A perceptron is a simple linear classifier consisting of two layers of neurons, one for receiving
input signals and the other for logical operations [5]. To solve the nonlinear separable problem,
it is necessary to add functional layers to improve the learning capability of the model, so that a
multilayer perceptron model is obtained [6]. The hidden and output layers are functional layers
responsible for the accumulation, nonlinear transformation and output of the information
coming from the previous layer [7].

Most methods for processing incomplete data based on multilayer perceptrons are divided into
two phases: modeling and filling [8]. The missing value filling stage, on the other hand, is where
the existing attribute values from incomplete samples are fed into the model after the modeling
is completed and the missing attribute values are filled with the model output [9].



Figure 2: Data set division

As shown in Figure 2, the incomplete dataset ܺ = ,ଶݔ,ଵݔ} … {ଷݔ, ∈ ℜ௦ ݔ, = ,ଶݔ,ଵݔ] … ்[௦ݔ,
Figure 222 represents the first dimensional attribute of the dataset. The white squares in the
figure represent known attribute values at the corresponding locations, while the purple squares
represent missing attribute values at the corresponding locations. Before modeling, the samples
are divided in order according to the presence or absence of missing values to obtain a complete
sample subset ܺ and an incomplete sample subset ܺ of the data set X.

The missing attribute combinations in the incomplete sample subset ܺ are counted, and the
number of models to be constructed is determined based on the number of combinations. The
dataset shown in Figure 2 has {ܽଶ,ܽଷ}, {ܽଵ,ܽଷ,ܽହ, ܽ௦}, {ܽସ,ܽ௦} three different combinations of
missing attributes. A multilayer perceptron model with output attribute ܽଶ,ܽଷ and remaining
attribute ܽଵ, ܽସ, … , ܽ௦ as input attributes is created for the missing combination {ܽଶ,ܽଷ}, and the
other two missing combinations are treated similarly.

2.1 Based on single output subnets

The problem of excessive number of models and complex modeling process is solved by the
single output subnet structure. This scheme allows all incomplete samples to participate in the
network training as well, and the missing data's get a dynamic adjustment after each training
round, so the iterative learning based approach does not need to be divided into two phases of
modeling and filling, and the filling of incomplete data is done simultaneously with the training
of the model and completed simultaneously.

Figure 3: The i-th single output subnet of the subnet group



For an incomplete data set X with the number of samples n and the number of attributes s, the
single output subnet iterative learning method requires the construction of s subnets to form a
model group. The i-th single hidden layer subnet of the model group is shown in Figure 3, with
s-1 input nodes in the input layer, t nodes in the hidden layer, and 1 output node in the output
layer. Denote ܺ as the subset of missing attribute values, and any sample in X is denoted as
ݔ = ,ଶݔ,ଵݔ] … , ்[௦ݔ , ݁݇ܽݐ `ݔ = ,ାଵݔ,ିଵݔ,ଵݔ] … .௦]் as the input vector of subnet iݔ,
The network parameters are randomly initialized with smaller non-zero values before the
iteration and the missing value variables are initialized using the mean fill method. In each
iteration, the network parameters are first updated by two processes of input signal forward
propagation and error back propagation, and then the missing value variables are updated using
the network output.
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where f(-) and g(-) are the activation functions of the hidden layer and the output layer,
respectively, ݓ

(ଵ) is the connection weight between the jth node of the input layer and the lth
node of the hidden layer, ݓ

(ଶ) is the connection weight between the lth node of the hidden layer
and the output node, ܾ

(ଵ) is the threshold value of the lth node of the hidden layer, and ܾ
(ଶ) is

the threshold value of the output node. Denote . as the fitting error of subnet iܮ
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Calculate the partial derivatives of ܮ  with respect to each network parameter separately
according to the chain derivative rule:
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If the above network parameter ݓ
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given by:
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where .is the learning rate, a is the momentum factor, and r is the number of iterative learning ߟ
After the network parameters are updated, the missing value variables in the corresponding
positions in the dataset are updated using the network output .ݕ

ݔ = ݕ , ݂݅, ݔ ∈ ܺ (9)

3 EXPERIMENTS AND ANALYSIS OF RESULTS

3.1 Comparative experiments of neural network methods

In order to verify the effectiveness of single-output subnetwork structure and iterative learning
training scheme to improve the fitting effect of incomplete data attribute relationships, this
experiment compares four neural network modeling and filling methods, and compares the
model approximation performance and filling accuracy of the four methods using the dataset
filling error MAPE as the evaluation index. Assuming that the number of attributes of the
incomplete dataset is s, the four methods are implemented as follows.

(1) Modeling and filling method based on single output subnetwork (SONN): make the
incomplete attributes of the data set as outputs in turn, and construct a subnetwork model group
with s-1 input nodes and single output nodes, and the number of models is equal to the number
of incomplete attributes.

(2) Modeling and filling method based on single output subnetwork iterative learning
(SONN+IL): make the incomplete attributes of the data set as outputs in turn, and construct a
subnetwork model group with input node s-1 and single output node, and the number of models
is equal to the number of incomplete attributes.

(3) Self-encoder-based modeling and filling method (AE): construct a self-encoder model with
both input nodes and output nodes s. The network is trained to solve the parameters of the self-
encoder model based on complete samples, and incomplete samples are only input to the model
to fill in the missing values after the modeling is completed. Attribute association modeling and
missing value filling are performed in two stages, before and after.

(4)Five complete data sets shown in Table 1 were used for the experiments, and for these five
data sets, incomplete data were constructed by randomly removing attribute values at a given
missing rate of 5%, 10%, 15%, 20%, 25%, and 30%, respectively.



Table 1: Experimental data set

Data set name Number of samples Number of attributes
Iris 150 4

Blood 248 4
Seed 210 7
Glass 214 9
Wine 178 13

3.2 Experimental results

For each missing rate, five incomplete data sets were randomly generated for each complete
data set, and the attribute association models were built for the incomplete data based on the
subnet iteration method and the linear regression method, respectively, and the missing value
filling error MAPE was calculated for the two methods, and the error was used to measure the
fitting accuracy of the two models for the attribute relationships of the incomplete data. Figure
4 shows the filling results of both SONN+IL and LR methods at each deletion rate for the eight
experimental data sets.

(a) Iris dataset             (b) Blood dataset

(c) Ecoli dataset             (d) Seed dataset

(e) Abalone dataset             (f) Glass dataset



(g) Stock dataset                 (h) Wine dataset

Figure 4: Filling results of single output subnetwork model and linear regression model

4 CONCLUSIONS

In view of the nonlinear characteristics of association relations of incomplete data attributes and
the powerful nonlinear learning ability of neural networks, this paper investigates the modeling
method based on neural networks and proposes a modeling and filling method based on iterative
learning of single-output subnets, starting from the neural network structure and missing value
processing. The single-output subnetwork structure has a more concise structure and good
learning ability compared with the multi-output network structure, so this paper introduces the
subnetwork structure into incomplete data modeling. To address the problem of incomplete
inputs in modeling, an iterative learning scheme is used to treat the missing values as variables,
so that incomplete samples also participate in model training. During the iterative learning
process, the missing value variables are updated alternately with the network parameters, and
the filling accuracy and the model fitting accuracy rise synergistically, which solves the input
incompleteness problem and also realizes the dynamic filling of missing values. Finally, the
effectiveness of the subnetwork iterative learning modeling approach is verified by the results
of filling in the missing values.
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