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Abstract. The purpose of this study is to help in analyzing the feasibility of business 

locations quickly. The research method used is qualitative research to describe the decision 
tree with C4.5 algorithm to easily solve the problem by analyzing the data mining usage. 

The results of this study are in the form of knowledge as a basis for decision making. In 

this research, data mining will be carried out so it can produce decisions in determining 

strategic business locations. It can be concluded that the use of Data Mining in Determining 
the Strategic Restaurant Business Area by Using C4.5 Algorithm can help in analyzing the 

feasibility of business locations quickly. 
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1. Introduction 

Currently, the number of few and large businesses that have sprung up have caused 

competition between each other. One of the things that need to be considered in running a 

business is seeing opportunities in determining a good business area. This causes many 

businesses to not running well or suffer losses, due to the lack of knowledge and experience in 

running a business. 

Business plan is a document that is written and contains the business objectives of the sales 

plan and financial plan [1]. So far, there are still many entrepreneurs that still determine their 

feasibility of a strategic business location manually which takes more time, especially for a few 

businesses. 

Therefore, data mining methods which is very useful in processing large data will be used 

to solve existing problems. Data mining can also be said as a class of analytical techniques that 

go beyond the statistics and aims to conclude data patterns or models [2]. 

Data mining contains the process of finding trends or patterns in large databases for future 

decision making [3]. Data mining is used to convert large amounts of data into patterns or rules 

that has a valuable value which can be useful as a basis for decision making [4].  

Data mining has various techniques such as estimation, classification, association, and 

grouping. Among various types algorithm, classification algorithm plays an important role in 

predictive analysis. The classification algorithm aims to share objects that only assigned to one 

of the categories called classes [5]. 

Classification is defined as a work or training to make a model that can be used to predict 

unknown data [6]. Classification process of textual documents with sentiment analysis is done 
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by dividing the document types into three categories, namely positive, neutral, and negative 

sentiment [7]. 

In classification, there are several methods, namely decision trees, artificial neural 

networks, rough set theory, fuzzy theory and logic that have their respective functions in the 

algorithm [8]. Decision tree is a process of classifying unknown data by performing a top-down 

search strategy for the solution [9]. 

In the decision tree method, there is a C4.5 algorithm that helps in making decision trees 

by selecting attributes as root which creates a branch for each value, the process will be repeated 

for each branch until the case in the branch has the same class [10].  

Many studies have been reported by Rosenfeld [11], Qian Y et al. [12], Brook et al [13], 

and Lou [14]. Although their models have been referenced by many reports, the method they 

used still has limitations, especially in Utilizing Data Mining in Determining Strategic Business 

Area Restaurants by Using the C4.5 Algorithm. 

Entrepreneurship is a creative effort built on innovation to produce something new which 

creates work and results, adding value, and provides benefits for others. The purpose of this 

study is to help in analyzing the feasibility of business area quickly in the form of knowledge as 

a basis for entrepreneurs in decision making.  

2. Method 

The research method used in this paper is qualitative research which describes the decision 

tree with C4.5 algorithm in data mining that can easily solve problems by analyzing the data 

usage. Decision tree is a prediction model that uses tree structures or hierarchical structures and 

it is one of many popular classification methods that are easier to be interpreted by people. 

(Figure 1) 

 
Fig. 1. Decision Tree Concept 

 

Decision tree is also an excellent means of classifying and predicting the outcome by 

modeling the problems from the processes and provide the solutions. 



 

 

 

 

The decision tree composition consists of several parts called nodes. (Figure 2)

 
Fig. 2. Decision Tree Composition 

 

Starting from the root node to the leaf node where each branch states the conditions that must 

be met and at the end of the tree states the data class. The decision tree consists of three parts: 

root node, internal node, and leaf node. C4.5 algorithm is the right algorithm in viewing strategic 

business locations. (Figure 3) 
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Fig. 3. Entropy and Gain formula 

 

The things that need to be known are the profit value and the attributes that become the root 

node using the Entropy and Gain formula. 

 

3. Results and Discussion  

 

3.1. Algorithm Analysis 

The C4.5 is an algorithm for making decision trees by calculating the value of profits [15]. The 

value of benefits can be obtained by determining the entropy value, whereas the attributes for 

the root nodes were taken from the highest gain value. 

  



 

 

 

 

3.2. Criteria for determining strategic business location 

The criterias used in determining strategic restaurant locations are: 

1. The residents that live in this location 

a. Many 

b. Enough 

c. Few 

2. Costs of building or leasing business premises 

a. Expensive 

b. Medium 

c. Cheap 

3. Number of competitors 

a. Many 

b. Few 

4. Access to the location 

a. Difficult 

b. Easy 

5. Target consumers 

a. Many 

b. Few 

6. Completeness of business 

a. Complete 

b. Enough 

c. Less 

 
3.3. Algorithm Implementation 

We can see through a strategic business location feasibility table to get values that will 

become a reference in the decision tree. The following are some of the samples obtained in 

literature: (Tabel 1) 
Tabel 1. Strategic Business Location 

No Population Cost 
Compet

itor 

Access to 

Location 
Customers 

Completeness 

of business 

Advisa

bility 

1 

2 
3 

4 

5 

6 
7 

8 

9 

10 
11 

12 

13 

14 
15 

Many 

Enough 
Many 

Few 

Enough 

Many 
Few 

Few 

Enough 

Few 
Enough 

Many 

Few 

Few 
Enough 

Medium 

Expensive 
Expensive 

Medium 

Expensive 

Cheap 
Expensive 

Medium 

Expensive 

Expensive 
Expensive 

Cheap 

Medium 

Medium 
Medium 

 

Few 

Many 
Many 

Few 

Many 

Few 
Few 

Many 

Few 

Many 
Many 

Few 

Many 

Few 
Few 

Easy 

Difficult 
Easy 

Easy 

Difficult 

Easy 
Difficult 

Difficult 

Easy 

Easy 
Easy 

Easy 

Difficult 

Easy 
Difficult 

Many 

Few 
Few 

Many 

Few 

Many 
Few 

Few 

Many 

Few 
Few 

Many 

Few 

Many 
Many 

Enough 

Enough 
Complete 

Less 

Less 

Enough 
Less 

Enough 

Complete 

Enough 
Enough 

Complete 

Less 

Enough 
Enough 

True 

False 
False 

True 

False 

True 
False 

False 

True 

False 
False 

True 

False 

True 
False 

 



 

 

 

 

Based on table 1, the next step is to calculate node 1 or the root node. The root node 

calculation aims to determine the highest gain value which become the starting point in making 

a decision tree. From the results in table 2. It can be seen that the attribute with the highest gain 

is Customer for 0.7342. thus, Customer is included to the root node. A few attribute values have 

been classified into one case and the decision is "False" which do not need to do further 

calculations. (Table 2) 
Tabel 2. Node 1 Calculation 

Node   
Total 

Case 

False 

(S1) 

True 

(S2) 
Entropy Gain 

1 Total  15 9 6 0.9709  

 Population      0.1460 

  

 

Many 

Enough 

Few 

4 

5 

6 

1 

4 

4 

3 

1 

2 

0.8112 

0.7219 

0.9182 

 

 Cost      0.2948 

  

 

 

Expensive 

Medium 

Cheap 

7 

6 

2 

1 

3 

0 

6 

3 

2 

0.5916 

1.0000 

0.0000 

 

 Competitor      0.5382 

  

 

Many 

Few 

7 

8 

7 

2 

0 

6 

0.0000 

0.8112 

 

 Access to Location      0.4811 

  

 

Difficult 

Easy 

6 

9 

6 

3 

0 

6 

0.0000 

0.9182 

 

 Customers      0.7342 

  
 

Many 
Few 

7 
8 

1 
8 

6 
0 

0.5916 
0.0000 

 

 Completeness of 
Business 

     0.0619 

  Complete 

Enough 

Less 

3 

8 

4 

1 

5 

3 

2 

3 

1 

0.9182 

0.9544 

0.8112 

 

 

 

Most of the attribute value still needs to be calculated again because there are still contain "True" 

and "False". (Figure 3) 

 
Fig. 3. Temporary Decision Tree 



 

 

 

 

The next step is to calculate node 1.1 or the Internal Node. From the results in table 3. It can 

be seen that the attribute with the highest gain is Access to location is 0.5916. Thus, customer 

can be categorized as the internal node 1.1. Difficult attribute value such as few or expensive 

has been classified into “false” decision and Easy attribute such as many or cheap is classified 

into “true” decision. So, there is no need to do further calculations. (Table 3) 
Tabel 3. Node 1.1 Calculation 

Node   
Total 

Case 

False 

(S1) 

True 

(S2) 
Entropy Gain 

1 Costumers Many 7 1 6 0.5916  

 Population      0.3058 

  

 

Many 

Enough 

Few 

3 

2 

2 

0 

1 

0 

3 

1 

2 

0.0000 

1.0000 

0.0000 

 

 Cost      0.1280 

  

 

 

Expensive 

Medium 

Cheap 

1 

4 

2 

1 

1 

0 

0 

3 

2 

0.0000 

0.8112 

0.0000 

 

 Competitor      0.000 

  

 

Many 

Few 

0 

7 

0 

1 

0 

6 

0.0000 

0.5916 

 

 Access to 

Location 

     0.5916 

  

 

Difficult 

Easy 

1 

5 

1 

0 

0 

5 

0.0000 

0.0000 

 

 Completeness 

of Business 

     0.1280 

  Complete 

Enough 

Less 

2 

4 

1 

0 

1 

0 

2 

3 

1 

0.0000 

0.8112 

0.0000 

 

The next step of making decision tree is to see the second highest gain which is 

Population.(Figure 4) 



 

 

 

 

 
Fig. 4. Decision Tree 

Decision models that have been successfully made can be transformed into rules that can 

be used as a basis for decision making. 

 

4. Conclusion 
By utilizing data mining and classification techniques with C4.5 algorithm can help analyze the 

feasibility of business area quickly, which will produce a model or basic knowledge in decision 

making that will be useful in determining strategic or less strategic business locations. 
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