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Abstract. In this paper, we have focused our research on the state of the knowledge on speech
processing and the research perspectives that exist in this domain. This research was conducted
on several digital libraries such as IEEE Xplore, ScienceDirect, arXiv, Springer Link, Papers
With Code etc. The research focused on the types of speech classification, the techniques used to
extract speech features, the Machine Learning (ML) techniques used and the speech data sources
available. We found that studies focused mainly on emotion recognition, dialect identification in
speech and speaker recognition. Mel Frequency Cepstral Coefficents (MFCC) is the main and
most widely used for speech feature extraction. Neural networks dominate as ML techniques
for speech classification. Speech databases available have been built in different contexts. Each
database is specific to a given language, mainly English, German, Arabic, Chinese and French.
There are almost no speech databases for low-resource languages, particularly african languages.
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1 Introduction

Speech is a time-varying signal that carries several layers of information. The information
contained in speech is observed in both temporal (sec) and frequency (Hz) dimensions. Speech
classification consists in extracting these informations and classifying them into predefined classes.
Nowadays, the existence of speech data is no longer a problem for this type of work. Voice data
is produced and stored by many audio-visual structures such as radio stations, television chan-
nels, mobile phone companies, social networks, etc. The success of certain social networks such
as WhatsApp is largely based on the integration of voice. Google’s voice assistants have also en-
joyed undeniable success. To implement Google’s voice assistants, Artificial Intelligence models
for speech recognition were first built. But these types of work are the most difficult topics in data
science [1]]. It is also a complex task, involving two key issues: feature extraction and classifica-
tion. This study focus specially on speech classification which is a set of problems or tasks in which
a computer program classifies speech automatically into different categories, for example speech
command recognition, speech activity detection, and speech sentiment classification. But, this field
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of research is little known and very little exploited in some regions of the world, such as in Africa,
in comparison with studies using textual data (text classification). However, a lot of information is
conveyed in speech, particularly in local African languages, which are not studied.

This paper aims to present the different types of work existing in this field, the speech features
extractor used for this purpose, the main technique use to extract feature from speech and databases
used for speech classification. It also aims to give an overview of the potential research topics not
yet exploited in this domain. The rest of the content is organized as follows: firstly, we present the
issues and purpose of the study. Secondly, we present the materials and methods that enabled us
to carry out this study. Then we present the results obtained. In the next section, we discuss these
results. We finish with a conclusion.

2 Issues and purpose of the study

There exist studies which allows to analyze and understand human expressions and opinions in
a given context. These studies include opinions analysis, sentiments analysis or someone characteri-
zation through his written. But these studies are based on textual format databases collected on social
network (twitter, Facebook etc.) [2] [3] [4] [S] or on other forums (e.g. a forum on stock exchange
shares etc.). To express for example an opinion on these forums and these social networks, written
and spoken knowledge are required in the language in question. But, many languages are not written
particularly in Africa and those which are written are hardly used in social network discussions. As
a result, most analysis work is mainly based on English, French [6] and recently in Bambara. How-
ever, many opinions and sentiments are expressed through speech in local African languages which
do not require the ability to read and write these languages. It is therefore interesting to go to these
sources to analyze them in order to detect Humans expressions through speech. But before being
able to carry out analysis work on speech, a certain number of questions must be asked in order to
understand this domain such as: what types of studies exist on speech analysis ? What methods are
used to extract features from speech? what algorithms are used to classify speech? what speech
databases are already used by the scientific community?

The purpose of this study is to provide answers to the above questions mainly to give clear
guidance to those who would like to do speech analysis.

3 Materials and methods

We used the bibliographic management software Zotero, in which we created folders by key-
word and saved the articles. This allowed us to easily export the bibliographic references in .bib
format. We followed four steps to conduct this study: the first was the selection of scientific pub-
lication sources; the second was the keyword search; the third was the selection of studies; and the
fourth was extraction and analysis of speech data.



3.1 Scientific publication sources

Mainly six digital libraries were considered for this study. These libraries are the most popular
and the most important in the computer science domain and contain important scientific resources

on Machine Learning and speech processing. These libraries are :
IEEE Xploreﬂ Springer LinkE], Papers with codeﬂ arXi\ﬂ ScienceDirecﬂHALﬂ

3.2 Keywords search

We have formulated a list of keywords according to which the research was conducted. These

keywords were formulated in English and are summarised in the table[T]

Table 1: Keywords used

Keywords

Objective

Speech classification

Speech analysis

Speech processing

Speech emotion recognition

automatic speech recognition

Speaker recognition

Dialect identification

know the types of studies on speech,
the methods used to do this studies

Speech to text

Speech features extraction
Machine Learning and speech classification

know the algorithmic approaches used
to carry out this work

Speech database

know the existing speech data sources
and their characteristics

3.3 Selection of studies

The differents stage of the selection are represented on the figure [I]. Articles considered im-
portants according to the keywords used were registered in the bibliographic management software

Zotero to allow better management of bibliographic references.

1ieeexplore.ieee.org

2link.springer.com
3paperswithcode.com
4arxiv.org
Ssciencedirect.com

Shttps://hal.science/
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Fig. 1. Studies selection process workflow diagram

3.4 Extraction and analysis of speech databases

The speech databases that we have analysed are the most used and the most cited in the stud-
ies. The frequency of these databases in these studies shows their importance and relevance for
speech analysis studies. After identifying these databases, we study them. The study consisted of
reading the documentation of these databases, downloading and visualising their content and their
structuration.

4 Results

The papers considered for this study include scientific articles, doctoral theses and a book. The
results we obtained are divided into four categories: the types of work on speech, the speech features
extraction methods, the most famous algorithms used in speech analysis and the speech data sources
used.

4.1 The existing work on speech analysis

Most speech classification work focuses on speaker recognition, emotion recognition, dialect
identification in languages and multimodal emotions analysis.



4.1.1 Speaker recognition

Speaker recognition is a task that identifies the speaker from multiple speech using machine
[7]. These systems have two uses[8]]:speaker verification and speaker diarisation. There is a lot of
studies in this area. Mohammed Lataifeh et al. [9] developed a Quranic reader recognition system.
They used the Quranic readings of thirty (30) famous Quranic readers from six major Arab countries
namely Egypt, Saudi Arabia, Kuwait, Yemen, Sudan and the United Arab Emirates. Their system
recognises Quranic readers based on the extraction of MFCC parameters.

In the same order, Muhammad Mohsin Kabir et al. [10] conducted a study on speaker recogni-
tion especially on its fundamental theories, recognition methods and opportunities. They identified
three main sections of a speaker recognition system: data preprocessing, feature extraction and
speaker modelling. They also identified three main approaches to speaker recognition: automatic
speaker identification, speaker verification and speaker diarisation.

4.1.2 Speech emotion recognition

Speech emotion recognition is the process of recognising the emotion of a speech indepen-
dently of its semantic content. In this sense, Muljono et al. [L1] performed emotion recognition in
Indonesian film audio. The audio was classified into four classes of emotions, namely: angry, sad,
happy and neutral. They used mel-frequency cepstral coefficients (MFCC) to extract the features
and SVM to do the classification of the data. Using spectrogram as a feature extraction method,
deep convolutional neural network and EMO-DB as database, Abdul Malik Badshah et al. [12] pro-
posed a model for speech emotion recognition. The model provides predictions for the seven classes
of emotions: neutral, fear, anger, happiness, sadness, disgust and boredom. Abdul Qayyum et al.
[?] proposed a model of speech emotion recognition using SAVEE database. To extract emotional
characteristics, they used the Modulation Spectral Features (MSF) and the MFCC. To predict the
emotions in the classes Anger, Disgust, Fear, Happiness, Neutral, Sadness and Surprise, two differ-
ent classifiers were chosen:Support Vector Machines(SVM) and Recurrent Neural Networks (RNN)

4.1.3 Dialect identification

The term dialect refers to a regional or social variety of a language which is distinguished by
its pronunciation, grammar or vocabulary. One of the advantages of dialect identification is that it
allows us to discover the regional origin of the speaker or his social affiliation. Many studies have
focused on the identification of dialects through speech. According to Sadam Al-Azani et al. [13]
the problem of dialect detection from emotional videos is more difficult because these data carry
several attributes that are difficult to be modelled such as feelings, thoughts, behaviours, moods,
temperaments, etc. They proposed an Arabic dialect identification model. They used Egyptian,
Levantine, Gulf and North African dialect classes. The data used was collected from YouTube and
consisted in 59 native speakers from various Arab countries. Tanvira Ismail et al. [14] described a
Gaussian mixture model (GMM) for identifying the Kamrupi dialect by extracting spectral features
from speech data using Mel’s Cepstral Frequency Coefficient (MFCC). Gu Mingliang et al. [15]



proposed a Chinese dialect identification model using a Clustered Support Vector Machine (CSVM).
The database used in this study includes four main dialects: the North China dialect, the Wu dialect,
the Guangdong dialect and the Fujian dialect.

4.1.4 Multimodal emotions analysis

Multimodal analysis consists in relating linguistic information produced in different modali-
ties. Each of which contributes to the elaboration and perception of the communicated message.
Thus, we can distinguish the verbal modality, which comprises several levels (phonemes, choice of
lexicon, syntactic organisation, discursive organisation); the oral modality (prosody, voice quality)
and finally the visual modality (gesture and facial expressions)[16]. Many recent studies have been
conducted on this topic[17],[18]. Aman Shenoy et al. [19] proposed a model for multimodal emo-
tion detection and sentiment analysis in conversations using a recurrent neural network (RNN). They
took into account three important factors: the context of the conversation, the dependency between
the emotional states of the listener and the speaker, and the relevance and relationship between the
available modalities. Their model uses three types of data: textual, visual and acoustic. Jean-Benoit
Delbrouck et al. [20] considered three modalities in their work: Linguistic (L), Acoustic (A) and
Visual (V). Their model predicts feelings (negative, weakly negative, neutral, weakly positive and
positive). Emotions are split into six classes: happy, sad, angry, disgusted, surprised and fearful.

Research is now focusing much more on multi-modal analysis of speech. Multimodal analysis
allows to understand speech better because it takes several factors into account.

4.2 Speech features extraction methods

According to Jiang [21]], there are two methods for processing speech data, one is to extract
features directly from the original speech, and the other is to convert the speech into text.

4.2.1 Extraction of speech features

In recent years, techniques that process the speech signal have been developed with fewer re-
quirements for Natural Language Processing (NLP) methods. These techniques have the advantage
that the recognition is invariant to the language. To extract the speech features, many techniques
exist: MFCCJ[22], wav2vec 2.0[23]], HuBERT][24], spectrogram[235]], Neural Networks[26]; etc. The
MEFCC (Mel-frequency cepstral coefficients) is the most popular representation of an speech signal
[27]. MFCC components are the most representative feature of audio description [28]. It allows to
performs better than experts in some case. It is the case in the study of Mohammed Lataifeh et al.[9].
we will present this method in more detail in the section 4.2.3. Other feature extraction methods ex-
ist: Abdul Malik Badshah et al. [12] used only spectrogram as a features extraction method to do
emotion recognition in speech. Then, they used a deep convolutional neural network architecture
on the Berlin EMO-DB database to predict emotions in the classes: neutral, fear, anger, happy, sad,
disgust and boredom. Lim et al. [29] transformed the speech signal into a 2D representation using
the Short Time Fourier Transform (STFT). Then, the 2D representation is analysed through CNNs
and Long Short-Term Memory (LSTM) architectures to do speech emotion recognition. There are



also many combinatorial approaches associating MFCC. These methods are: MFCC-DBN (Deep
Belief Network), MFCC-CNN (Convolutional Neural Network) and MFCC-RNN (Recurrent Neu-
ral Network) [28].The wav2vec 2.0[23]] which is a self-supervised extractor is also a technique that
is increasingly used in recent times.

The problem with MFCC is that it only works well when the quality of the data is very good.
In the case of telephone or radio conversations, where there is very often noise and interaction,
MECC is no longer able to extract the audio characteristics very well. However, it is through these
channels that people express the most. In this case, models such as PLP(Perceptual Linear Predic-
tion), LPC(Linear Predictive Coding) and auto-encoder models such as BERT are better adapted for
representing the audio signal than MFCC. Research is now focusing on combining the MFCC with
other feature extractor methods in order to surpass the accuracies obtained with the use of the simple
MECC in the state of the art. As the MFCC is now the better features extractor, we will present how
it works in section 4.2.3.

4.2.2 Transcription (speech to text)

There are three possible methods for real-time speech-to-text conversion: speech recognition,
computer-assisted note-taking and computer-assisted real-time translation [30].

The most practical use of Speech To Text (STT) is for broadcasting and transcribing voice
messages. Automatic speech recognition (ASR) is one of the applications of STT. After conversing
speech to text, many techniques are used by researchers to perform classification. Among these
techniques, Support Vector Machines (SVM) is one of the most widely used. Also many successes
have been achieved in various fields with Naive Bayes Multinomial (NBM). This technique is known
as a supervised statistical learning algorithm based on Bayes’ theorem. It is generally used for textual
classification [31]].

4.2.3 Presentation of MFCC

The objective of using this method is to create the voiceprint from the speech signal. This
voiceprint will allow us to have the characteristics of the speech signal. There are other methods for
extracting speech features [32], [33l], [34], [35], but the cepstral parameters obtained from the MFCC
(Mel Frequency Cepstral Coefficients) method continue to be used for more than twenty years. The
advantage of using MFCC is to improve the signal-to-noise ratio compared to the raw signal without
the need for external paralinguistic expertise. It also has the advantage of being closer to the original
audio signal [36]]. The MFCC is composed of six (06) phases:

Phase 1: Speech signal is split into several overlapping windows;
Phase 2: In order to reduce the spectral distortion created by the overlap, a Hamming window is
applied to the signal. See the formula[I]for Hamming window process.

2T *n
=0.5+0.46 1
w + *cos(Nl) (1)

where,
n = sample input index in time domain



N = number of input samples.
Phase 3: At this stage, the Fast Fourier Transform (FFT) is applied to the window to extract its
constituent frequencies, we thus obtain the spectrum. FFT is donne by the formula 2]

Fy= Y v 27 2
n) = n)*exp | —jn—
)= LUl wexp (~jn k) @
where,

exp(jn) = cos(n) + j*sin(n)

N = the number of input samples

F(n) = the k sequence of FFT output components

n = the output index in the frequency domain

U(n) = the n sequence of input sample

k = the input sample index of the time domain.

Phase 4: The spectrum produced by this decomposition is modulated before being filtered by a
triangular filter bank following the Mel-scale [37]]. This filter bank simulates the perception of
frequencies by the human ear.The following formula [3]is used to obtain Mel-scale

f
mel(f)—2995*10g10(1+700> 3)
where,
f=sample-rate.
Phase 5: After this filtering, the logarithm of the resulting values is calculated to obtain the spectral
envelope in decibels. This is known as the Log Filter Bank (FB). The process of logarithm is carry
out by the formula 4]

Clk] =1og 10 (mel x spectrogram|k]) 4)

where,

spectrogram[k] = the k-sequence of spectrogram coefficient

k = the spectrogram index in a frequency domain.

Phase 6: Finally, if we apply an inverse Fourier transform to these FB parameters using a Discrete
Cosine Transform(DCT), we obtain the MFCC coefficients.

The MFCC coefficients represent the speech as so-called static information. To take into account the
dynamics of the parameters, first and second time derivatives can be added [38]]. The first derivative
represents the rate of spectral variation, while the second derivative measures its acceleration. The
DCT process to obtain MFCC is shown by the following formula[5]

N-1 T 1
Sljl = — = j 5
[/] nzbs[n]*cosN<n+2>*J 5)
where,

N = number of input samples

S[j] = The j sequence of DCT output components



j =The DCT index output in frequency domain

s[n] = The n sequence of input samples

n = sample input index in the time domain.

The MFCC extraction steps are shown in datail by Figure[2]
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Fig. 2. MFCC extraction steps

4.3 Machine Learning algorithms used

Most of the studies on speech analysis use machine learning algorithms. According to Mo-
hammed Lataifeh et al [9], machine learning models provide additional performance than experts
in the field of speech data processing. These algorithms mainly include convolutional neural net-
works (CNN), recurrent neural networks (RNN) and Long Short Term Memory (LSTM) , or their
combination [12], [29], [39]. There are also many studies that use SVM [11]], [40Q].

In the paper of Wootaek Lim et al [29]), they proposed a method for analyzing sequential speech
data based on the concatenation between CNN and RNN. By applying their architecture on a public
emotional speech database, the result of emotion recognition gives better results than conventional



methods such as simple CNN, simple RNN etc. To study whether the speech emotion recognition is
language independent, Fardin Saad et al [41]] used SVM to classify speech using English and Bangla.
They predicted the emotions: joy, anger, neutral, sadness, disgust and fear in these two languages.

Nowadays, deep learning is used to solve many recognition problems, for example, image
recognition [42]], voice recognition [43]] , face recognition [44]], speech emotion recognition [45].
One of the main advantages of deep learning techniques is the automatic selection of features.

Research is focused on proposing new algorithms that combine several types of neural network.
These new algorithms often give better results than using a simple type of neural network.

The limitation of supervised models, which are the most widely used, is that they base on what
we give then as annotated data to do the classification. If the data is poorly annotated, the results
will also be poor. The potential of auto-encoding, self-supervised learning and unsupervised learning
models is not sufficiently exploited. These models are very interesting for overcoming data labelling
problems and for low-resource languages such as African languages.

S Description of some data sources used for speech analysis

We propose a description of the most used data sources in order to highlight their characteristics
and their uses. Nowadays, there are many speech databases. These databases are of two types:
databases built solely on voice and multimodal databases. Multimodal databases are databases that
are labelled not only on the basis of voice, but by considering several modalities such as voice,
visuals, gestures, the context of the conversation, and so on. These data sources are in the table@

Table 2: Presentation of some data sources used for speech analysis

EMODB (Berlin

pleasant anger, sadness and neutral), data are
in English. Data set is available on : https:
//www.kaggle.com/datasets/ejlokl/
toronto-emotional-speech-set-tess

Database name | characteristics | use
Some simple speech databases
TESS(Toronto composed of 2,800 sound recordings made by | used in  speech
Emotional two actresses (aged 26 and 64), Labelled by a | recognition studies
Speech Set)[40] group of 56 students, The TESS includes each | [Pc Thirumal et al,
of the seven emotions (anger, disgust, fear, joy, | 2021], for speech

emotion recognition
(471, [48].

consisting of a total of 535 utterances, Recorded

Data set is available on: |https://www.
kaggle.com/datasets/piyushagni5/
berlin-database-of-emotional-speed

It is used in speech

Database of | by 5 men and 5 women, It is composed of seven | emotion recognition
Emotional emotions: anger, boredom, anxiety, happiness, | studies [S0],[S1].
Speech)[49] sadness, disgust and neutral data are in German.

h—-emodb
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RAVDESS(
Ryerson Audio-
Visual Database
of Emotional
Speech and
Song)[152]]

LibriSpeech[53]

Recorded by 24 people (12 men and 12 women),
RAVDESS contains 7,356 files (total size: 24.8
GB), Eight emotions are expressed in this
database: sad, happy, angry, calm, fearful, sur-
prised, neutral and disgusted, data are in English.
Data set is available on https://zenodo.
org/records/1188976

Used in sentiment
analysis in speech
[53], for speech
emotion recognition
[54].

A collection of approximately 1,000 hours of
speech data, Each validation and test data set con-
tains 20 male and 20 female speakers. data are
in English. Data set is available on: https:
//www.openslr.org/12

Identification  [56],
speech  recognition
(571

Some multimodal speech databases

CMU-
MOSEI(CMU
Multimodal
Opinion
timent
Emotion
Intensity)[58]

Sen-
and

CMU-MOSI
(Multimodal Cor-
pus of Sentiment
Intensity)[60]

Interactive Emo-
tional Dyadic
Motion Cap-
ture Database
(IEMOCAP)[63]

it contains approximately 23,453 videos from over
1000 YouTube speakers on 250 topics, Videos are
transcribed and correctly punctuated, it takes into
account speech, face, context modalities etc, data
are in English. Data set is available on: https:
//github.com/CMU-MultiComp-Lab/
CMU-MultimodalSDK

This database is used
in multimodal sen-
timent analysis and
for speech emotion
recognition [59], [19]

a collection of 2199 opinion videos, Each
video is annotated with a sentiment in the
range [-3,3] and consists of a collection of
over 1000 speakers on YouTube data are in
English. Data set is available on: https:
//github.com/CMU-MultiComp-Lab/
CMU-MultimodalSDK

It is used for mul-
timodal  sentiment
analysis and emotion
recognition. [61][62]

Recorded from ten actors in dyadic sessions with
markers on the face, head and hands, The corpus
contains about 12 h of data. It consists of 151
videos of recorded dialogues, with 2 speakers.
Contains 9 emotions: anger, excitement, fear,
sad, surprised, frustrated, happy, disappointed
and neutral, data are in English. To obtain the
dataset, send a request using the following form:
https://docs.google.com/forms/
d/e/1FAIpQLScBecgI2K5bFTrXi_
-05IYSSwOcgL5omX7dh57xcJV1im_NoznA/
viewform

This database is used
in simple emotion
recognition tasks
[64], and also in
multimodal emotion
analysis tasks [63].
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6 Discussion

6.1 Application

Most of the speech classification work focuses on speaker recognition, emotion recognition,
dialect identification and multimodal emotion analysis. These works are based on small speech data
which are mainly in English, Arabic, German, Chinese and French. Very little research has been
done on speech analysis in low-resource languages, particularly African languages. Common voice,
which integrates the voice collection in African languages, has not yet provided a large dataset that
can be used for speech recognition. However, there are other areas of speech applications that have
not yet been studied, such as :

¢ Opinions and sentiments analysis through audio-visual media. This would be important for
identifying people’s viewpoints and their expectations when he express themselves ;

* The identification of expressions related to a given phenomenon (e.g: terrorism, war, theft,
call to violence etc) through speech conversations;

» Speech recognition in low-ressource languages. This would be of interest for language iden-
tification in speech;

* Automatic speech translation in low-ressources languages. This would be of great impor-
tance in removing language barriers between communities. It would allow people to follow
conferences and seminars (e.g: scientific or religious) in other local languages;

* Transcription from speech to text in low-ressources languages. This would be important for
discourse analysis in local languages.

* Pronunciation recognition is an interesting subject that merits study nowadays. It will allow
for example to evaluate the degree of a person’s expression in a given language.

These shortcomings are due to the fact that not enough researchers are interested in audio data.
Also, existing speech representation techniques are not very well adapted. In deed, they allow us to
process audio data of short duration and require the data to be of good quality and without noise.
These representation techniques and existing machine learning models can be improved in such a
way to be able to automatically eliminate noise and automatically slice long audio according to some
topics encountered. This would make it possible to solve these problems with very accuracy.

6.2 Models

The existing speech analysis studies use mainly supervised methods. Thinking about self-
supervised methods and unsupervise methods for low-resource languages would be much more in-
teresting than using supervised methods. These methods do not require labelled data. However,
the serious problem with supervised learning is setting up a labelled dataset. Labelling data is very
costly in terms of time and resources. We have also seen through this state of the art that low-resource
languages do not yet have labelled databases. Also, self-supervised and unsupervise methods have
given interessing results in others domains like images recognition and text classification.



6.3 Data preparation

Researchers are much more focused on finding the best classification models. Yet speech anal-
ysis involves three issues: data quality, speech features extraction and classification. A model that
classifies best depends on the quality of the data and the feature extractor. It would be more advan-
tageous to look for ways of obtaining excellent data quality. For example, when labelling data, use
mathematical theories such as graphs to make the choice and assign a good label to a speech. We
should also include experts in the domain of science of language to take account of all the aspects
that make it possible to understand a language, instead of relying on majority votes. In terms of data
quality, research should also focus on automatic speech cleaning solutions to remove noise, interac-
tions and other things that can compromise data quality. Data slicing and labelling is a crucial step,
and very costly in terms of financial, human and time resources. Setting up a system for collecting,
slicing and automatically annotating data is a challenge that remains to be solved.

6.4 lingustic characteristics

In order to carry out speech classification work on some languages such as African languages,
which are tone languages, the extraction of speech signal characteristics using the fundamental fre-
quency (FO) would give better results for these languages than the MFCC. This is because sounds
can be distinguished either by their pitch or by their timbre. Pitch is the perceived note and timbre
is the perceived signal shape. The FO measures the pitch of the sound, which corresponds to its
frequency of vibration, measured in hertz, while the MFCC measures the timbre. Nasalisation and
vowel length are linguistic features that should be included in feature extraction. Vowel length is
the doubling of certain vowels which a different meanings. For example, in "Moore”, which is the
main language spoken in Burkina Faso, nwa and nwa are semantically distinct. Also Zaabre means
evening, whereas Zabre means a fight. It is the same for n peege, which means to accompany
opposed to n pege, which means to wash.

7 Conclusion

This paper presented a literature review on speech classification, focusing on the types of
works, audio characteristic extractors, algorithms and databases used for speech classification. The
results of our research show that the majority of studies in this domain have focused on speaker
recognition, speech emotion recognition, dialect identification in languages. Recent studies has been
increasingly interested in the multimodal analysis approach. MFCC is the most widely used method
for speech processing. neurone networks are most commonly used to classify speech. Several
speech databases have been established by researchers with specific purposes in order to facilitate
these kinds of studies. But the dominant languages in these databases are English, Arabic, German,
Chinese and French. We have discussed some topics that may be of interest to research in the field
of speech analysis. We have also discussed the limits of existing work.

It would be interesting to analyse other phenomena in speech besides emotions, dialects or
speakers. The establishment of usable speech databases in low-resource languages could consider-
ably develop researches on these languages.
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