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Abstract—In 1990, it was a hot topic to study the housing prices of blocks in California. 
That was mainly because of the recession period of the U.S. economy in 1990, which 
affected consumption and personal income and impacted the real estate market. The 
purpose of the study is to find factors that affect the housing price for blocks in California 
in 1990 with the consideration of properties of the house itself, the income of buyers, and 
the geographic surroundings. The paper uses the housing price impact theory and multiple 
linear regression method to study the influencing factors of the California housing price in 
1990. This research concludes that median house value is positively correlated with 
median income, median house age, total bedrooms, households, and distance to San Diego, 
while negatively correlated with total rooms, population, distance to the coast, and Los 
Angeles. In addition, there is no statistically significant relationship between the median 
house value and distance to San Jose. In fact, it gives very specific results about the impact 
of each specific factor involved in our model. However, the general ideas like the impact of 
the whole dwelling structures do not involve in this study. 
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1. INTRODUCTION 

From 1983 to 1988, the U.S. economy recovered and expanded with the higher consumption 
caused by baby boomers and the stimulation from the 1986 Tax Reform Act, according to 
Kamery claimed in 2004 [1]. Higher consumption and demand for money drove up the price and 
the interest rate and housing price, also surged that all ended in high debts for people. With 
various other factors combined, such as the increase in oil prices due to the invasion of Kuwait 
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by Iraq, the crunch of credits, and so on, as Walsh discussed in 1993, the economy was in the 
period of recession, which started in July 1990 and ended in 1991 [2]. It resulted in the loss of 
jobs up to 1.5 million and affected especially white-collar workers in service sectors, as 
Singleton mentioned in 1993 [3]. Various industries also received negative impacts, thus affect 
the whole economy. 

With the impacts of the recession, consumption behaviors and income of individuals were 
affected. Since the purchasing of houses was also part of consumption, it affected the real estate 
market as well. The median house prices of all blocks in California, the U.S., in the year 1990 
will be investigated. The research can reflect what variables people may consider when 
purchasing houses during the time of recession. 

The price of houses for a block is the median price of dwellings for a block group in California 
based on the 1990 census measured in U.S. dollars. Specifically, there are different types of 
houses, such as condominiums, apartments, townhouses, and the house price refers to the sold 
price agreed by the seller and the buyer. It can be seen from the line chart (see Figure 1) that the 
median housing price of California generally showed the trend of increasing during the period 
from 1975 to 1990 [4]. To be more precise, it started with around $42,000 in 1975 and then rose 
faster until around the year 1981, which was the recession period. Then the increasing rate 
decreased from 1981 to 1984 and then surged dramatically and reached its peak around 1989 at 
approximately $260,000 [4]. 

 

Figure 1. The housing price from 1975 to 2001 

Researchers have conducted many investigations for housing prices. Firstly, factors from 
various aspects that affect the change of housing prices have been discussed. In 1996, Abraham 
and Hendershott studied from the perspective of macroeconomics which considered how the 
change in income, construction costs, and interest rate in the real term affect the housing prices 
in metropolitan [5]. Moreover, Holger and Claus conducted research in 2011 on whether 
investment products that relate to housing prices can maximize utility for people [6]. From the 
previous studies, it can be shown that housing prices affect people’s welfare, and different 
factors may attribute to its variation. As a result, the relevant study is beneficial from the 
perspective of individuals, and it is one of the significant problems to be discussed. 



The study conducted by Pace and Barry in 1997 found median housing price in blocks of 
California is related to several variables such as income, population, and the number of rooms 
with the sparse spatial autoregressions, with the data from the 1990 census of the U.S. [7]. 
However, how the geographic factors of the block, for instance, the distances to the coast and 
major cities, may contribute to the change of price were not considered. While in this study, 
corresponding variables have been included for analysis, and more specifically, it contains the 
distances from the centre of blocks to the centers of major cities in California, including LA, San 
Diego, San Jose, and San Francisco, and also the distance to the nearest coast. Given those new 
variables, it can further explore whether the housing price can be affected by them. Also, 
multiple linear regression is used, which differs from previous studies. Based on existing studies 
and the revision of them, what factors affect the housing price for blocks in California in 1990 
with the consideration of properties of the house itself, the income of buyers, and the geographic 
surroundings will be discussed in this paper. 

Based on the existing literature and the gap filled by this study, the housing prices of all blocks 
in California in 1990 are assumed to be affected by household’s income, population, dwelling 
properties like the house age and the number of rooms, as well as geographic properties, such as 
distance to coasts and major cities. To verify the above assumption, the influencing factors of 
California housing prices are analyzed by the theory of housing price influencing factors. The 
method of multiple linear regression and R software is also applied for the analysis. 

2. LITERATURE REVIEW 

Over the past several decades, various studies pay particular attention to the factors influencing 
housing price, such as income, dwelling structures, population, and geographic properties like 
distance to the coasts and major cities. The detailed literature is as follows. 

2.1 House value 

The house value can be referred to as the sold price of the dwelling or the monthly payment to 
the house owner, and in this analysis, the former one is used. For the housing price in California, 
overall, it increased from 1975 to 1990 with reaching a peak in 1989 from figure1 [4]. Different 
variables from different perspectives can result in the variation of housing prices according to 
existing studies. 

2.2 Income 

Residents’ income is an important influencing factor of housing prices. Lamont and Stein, in 
1997, found that for cities with higher loan-to-value ratios, housing prices were more sensitive 
to variations in per capita income, indicating that small changes in income might lead to a big 
variation in housing prices [8]. Abraham and Hendershott later pointed out that housing price 
and income are positively related, and that when the gap between the two is too large, housing 
prices should stagnate or fall to allow income to catch up, and Sani and Rahim in 2015 
concluded that they have a positive relationship as well [5, 9]. However, Gallin in 2003 argued 
that there is little evidence of a significant relationship between housing prices and various 
fundamentals like income [10]. From the above literature, the positive correlation between 
income and housing prices is still favored. Therefore, the hypothesis can be made as follows: 



H1: The housing price has a positive relationship with income. 

2.3 Dwelling structures 

The differences in the structures of houses attribute to the variation of price. To be more specific, 
the structure of houses includes properties such as the age of dwelling, the number of rooms, and 
its floor level. 

1) Total number of rooms: Several studies provide relevant results for the impacts of the 
number of rooms on housing prices. In 1980, Li and Brown proposed that the number of rooms 
positively affected housing prices, and the impact declined as the number of rooms increases 
[11]. Moreover, in 2009, Selim used hedonic pricing and artificial neural network technology 
with the house prices in Turkey concluded that the number of rooms and house prices are 
positively correlated [12]. Thus, based on existing studies, it can conclude that housing prices 
increase as the number of rooms increases. Thus, the hypothesis can be proposed as following： 

H2: the housing price and the number of total rooms are positively related. 

2) Total number of bedrooms: The relationship between the number of bedrooms and the 
housing price has been examined in several studies. In 1970, Kain and Quigley constructed 
research based on housing prices in St. Louis and found that given the condition of the same area, 
the number of bedrooms positively correlated with housing prices [13]. However, in 2009, Jim 
and Chen stated that the number of bedrooms and the housing price is negatively related given 
the average apartment area in Hong Kong was 70m² [14]. Additionally, Liao and Wang in 2012 
further verified the conclusion of Kain and Quigley that the number of bedrooms in the unit had 
a positive impact on the housing price for the city Changsha [15]. Therefore, the hypothesis can 
be made as: 

H3: the housing price and total number of bedrooms are related 

3) Housing age：  Many studies have been conducted to investigate the relationship 
between housing age and dwelling price. In 1993, Rubin found that factors such as age and 
location directly impact households by comparing the rent premium of new and old dwellings 
[16]. Also, Goodman and Shibodeau, in 1995, concluded that the age of housing would have a 
significant impact on its depreciation rate that affects the price [17]. Based on their result, in 
1997, Clapp and Giaccotto further found that the time series of age coefficients is nonstationary 
that also shows that they are related [18]. In 2008, Coulson and Mcmillen used real estate sales 
data in Chicago and concluded the house’s value tends to decline during the first few years after 
the construction; however, it may go up for homes with higher age [19]. These studies can show 
a relationship between housing age and housing price, and during different periods after the 
construction, the price will alter. Thus, the corresponding hypothesis can be made as: 

H4: The relationship between house price and housing age varies in different periods. 

2.4 Population density 

Population density is also an important factor that should be considered in the analysis. With 
more people in the given neighborhood, normally, it has a larger population density. As Sharpe 
pointed out in 2018, higher population density leads to improvement of transportation and better 
public services, which leads to an increase in housing prices [20]. Based on previous studies, the 



number of people in certain regions will affect the housing price. In addition, the number of 
households, a group of people residing within a home unit for a block, can be taken as a 
population indicator. Thus, the corresponding hypothesis can be made as: 

H5: The housing price and population density have a positive relationship. 

2.5 Geographic factors 

Geographic factors may also affect the housing price, like distance to major cities and coasts.  

1) Distance to major cities:  The impact of distance from the city centre on housing prices 
has been studied for several decades. Alonso, Mills, Muth proposed the monocentric model 
theory, which assumed that only a single employment node was located at the central business 
district (CBD) [21-23]. It showed that the housing prices decreased when houses were located 
far from the city center. However, subsequent empirical tests produced contradictory results. 
Kain and Quigley in1970 found no statistically significant relationship between housing price 
and distance to CBD, while a significant positive correlation was found by Berry in 1976 
[11,24]. Richardson, in 1988 argued that the distance to CBD failed to explain the fluctuations in 
house prices because cities were polycentric, not monocentric [25]. Then, Dubin and Sung, in 
1987, considered the impact of sub-centres and eventually demonstrated that the centre 
produced the expected peak in housing prices. Still, the central effect was limited to a relatively 
small region [26]. Thus, it is hard to tell the relationship between the housing price and a single 
center because the housing price is almost affected by more than one center that has limited 
center effects. Thus, the hypothesis is made to be as follows:  

H6: The correlation between the housing price and a single centre is not clearly discernable. 

2) Distance to the coast: The distances to the coasts affect housing prices, which existing 
studies can support. Boarnet and Chalermpong, in 2001, found that in Orange County, 
California, a one-mile increase in distance from the coast would reduce the housing price by 
around $42,000 [27]. A study on San Diego housing prices by Conroy and Milosch in 2009 also 
showed similar results [28]. The study found that houses sold for approximately $8,680 less 
with each mile from the coast for median-priced houses with an average distance from the coast. 
All studies show that proximity to the coast has a positive effect on the house value. Therefore, 
the corresponding hypothesis can be made as: 

H7: There is a negative relationship between the housing price and distance to the coast. 

3. METHODOLOGY 

3.1 Research design 

In this study, the method of multiple linear regression is used to investigate the relationship 
between the housing price of all blocks of California and relevant factors since this method has 
been used in many previous studies on influencing factors of housing prices. In 2003, Gallin, 
Federal Reserve Board used multiple linear regression to investigate the relationship between 
the housing prices and fundamentals, including income at the national level [10]. In 2009, 
Hasan used this method to explore the determinants of housing prices in Turkey [12].  



3.2 Data collection 

The data used in this analysis is secondary data from the Kaggle website, which was partially 
derived from the paper of Pace and Barry in 1997, and the site user added the distances of 
California blocks to the nearest coasts and major cities [7]. In this study, latitude and longitude 
variables are removed and not considered. The following table (see Table 1) shows the variables 
involved in this study and their detailed descriptions [29].      

TABLE I. DEFINITION AND SUMMARY OF VARIABLES 

Symbol Variable Description 

Y median house value 
median house value for households within a 
block (measured in US Dollars) 

X1 median income 
the median income for households within a 
block of houses (measured in tens of thousands 
of US Dollars) 

X2 median age the median age of a house within a block (year) 
X3 total rooms total number of rooms within a block 
X4 total bedrooms total number of bedrooms within a block 
X5 population total number of people residing within a block 

X6 households 
total number of households, a group of people 
residing within a home unit, for a block 

X7 distance to coast distance to the nearest coast point (meter) 
X8 distance to Los Angeles distance to the centre of Los Angeles (meter) 
X9 distance to San Diego distance to the centre of San Diego (meter) 
X10 distance to San Jose distance to the centre of San Jose (meter) 
X11 distance to San Francisco distance to the centre of San Francisco (meter) 

3.3 Data collection 

First of all, since the range of distinct variable values of raw data varies widely, the objective 
function will not work efficiently without scaling. The unit length scaling is used to scale the 
raw data to make each variable vector has length one. Then a multiple linear regression model is 
established based on scaled data, and the unknown parameters in the regression model are 
estimated by ordinary least square (OLS). The next step is to test the significance of individual 
variables to find if there is a linear relationship between each independent variable and the 
dependent variable in the presence of all other variables based on the p-value. By comparing the 
p-value and the present significance level α, the significance of each variable is pointed out. 
Then the final model is determined by removing the statistically insignificant variables from the 
model, and its fitting accuracy is checked by the coefficient and adjusted coefficient of 
determinations. The final step is to check the multicollinearity problem, a case of multiple 
regression in which two or more independent variables are highly linearly correlated, by 
checking the explanatory variables' variance inflation factors (VIF). 

4. RESULTS 

Just mentioned above, the data contains 20640 observations and 11 independent variables. The 
first step is to use unit length scaling to scale independent and dependent variables that produce 
dimensionless regression coefficients. The scaling process is as follows: 



X୧୨
଴ = 

ଡ଼౟ౠିଡ଼ഡതതത

ୱౠౠ
భ/మ  , i = 1, 2, …, 20640; j = 1, …,11.                (1) 

 

y୧
଴ = 

୷౟ି୷ഥ

ୗୗ୘భ/మ
 , i = 1, 2, …, 20640.                    (2) 

 

where the scaling factors are computed by  

 

S୨୨ = ∑ ሺX୧୨ െ X఩ഥ ሻଶ.
୬
୧ୀଵ                        (3) 

 

SST = ∑ ሺy୧ െ yത୬
୧ୀଵ ሻଶ.                        (4) 

 

After data processing, a full multiple linear regression model (M0) is built based on 11 
independent variables as follows: 

 

M0: Ŷ = 0.649Xଵ+ 0.105Xଶ- 0.123Xଷ+ 0.368Xସ - 0.394Xହ+ 0.182X଺ - 0.264X଻ - 0.307X଼ 
+ 0.142Xଽ+ 0.0475 Xଵ଴- 0.191Xଵଵ.          (5) 

 

After the model is fitted, the significance of individual variables is tested with the null 
hypothesis β୨ = 0, alternative hypothesis 𝛽௝ ≠ 0, and α = 0.01. From the following table (see 
Table 2), the p-value in the significance testing of the variable 𝑋ଵ଴ is 0.264, which is larger than 
0.01.  

TABLE II. SIGNIFICANCE OF INDIVIDUAL VARIABLES IN MODEL M0 

Variables Estimate t-value p-value Significance 

(Intercept) -4.66E-18 0 1  

X1 6.49E-01 115.164 < 2E-16 *** 

X2 1.05E-01 21.054 < 2E-16 *** 

X3 -1.23E-01 -8.168 3.32E-16 *** 

X4 3.68E-01 14.568 < 2E-16 *** 

X5 -3.94E-01 -36.822 < 2E-16 *** 

X6 1.82E-01 7.291 3.18E-13 *** 

X7 -2.64E-01 -48.791 < 2E-16 *** 

X8 -3.07E-01 -19.607 < 2E-16 *** 

X9 1.42E-01 6.234 4.64E-10 *** 

X10 4.75E-02 1.117 0.264  

X11 -1.91E-01 -3.573 3.54E-04 *** 

*** significant at the 0.001 level (two-tailed) 



Therefore, the null hypothesis is failed to be rejected, and it can be concluded that there is no 
linear relationship between the dependent variable Y and 𝑋ଵ଴. Thus, 𝑋ଵ଴ can be removed from 
this model. By fitting the model again, the reduced model (M1) is as follows 

 

M1: Ŷ = 0.648Xଵ+ 0.106Xଶ- 0.123Xଷ+ 0.368Xସ - 0.395Xହ+ 0.182X଺ - 0.266X଻ - 
0.302X଼ + 0.150Xଽ  - 0.133Xଵଵ.                     (6) 

 

Then the significance of individual variables is tested again (see Table 3) and the result shows 
that there is a significant relationship between the dependent and the remaining independent 
variables. In addition, all remaining independent variables significantly improve the model and 
cannot be removed. Then, the coefficient and adjusted coefficient of determinations for this 
model are calculated as 0.6355 and 0.6354. A less high fitting accuracy could be observed from 
these two coefficients. 

TABLE III. SIGNIFICANCE OF INDIVIDUAL VARIABLES IN MODEL M1 

Variables Estimate t-value p-value Significance 

(Intercept) -4.57E-18 0 1  

X1 6.48E-01 115.175 < 2E-16 *** 

X2 1.06E-01 21.787 < 2E-16 *** 

X3 -1.23E-01 -8.139 4.20E-16 *** 

X4 3.68E-01 14.587 < 2E-16 *** 

X5 -3.95E-01 -36.983 < 2E-16 *** 

X6 1.82E-01 7.303 2.92E-13 *** 

X7 -2.66E-01 -52.255 < 2E-16 *** 

X8 -3.02E-01 -20.101 < 2E-16 *** 

X9 1.50E-01 6.84 8.13E-12 *** 

X11 -1.33E-01 -10.293 < 2E-16 *** 

*** significant at the 0.001 level (two-tailed) 
 

The next step is to test multicollinearity, which leads to imprecise estimations of the OLS 
estimators, thereby affecting the understanding of how the X variable affects Y, but this is a 
matter of degree, not a matter of presence or absence [30]. Conclusions about the positive and 
negative effects of explanatory variables on Y could also be drawn even with the existence of 
multicollinearity. One of the useful ways to detect multicollinearity is to examine the VIF of 
explanatory variables, and multicollinearity exists if VIF is larger than 5. The VIF of each 
explanatory variable of two models (see Table 4) are shown as follows: 

 

 

 

 



TABLE IV. VIF OF EACH INDEPENDENT VARIABLE 

Variable VIF in Model M0 VIF in Model M1 

X1 1.795 1.794 

X2 1.399 1.336 

X3 12.913 12.903 

X4 36.065 36.057 

X5 6.495 6.465 

X6 35.129 35.125 

X7 1.652 1.646 

X8 13.859 12.768 

X9 29.504 27.084 

X10 102.238  

X11 161.656 9.545 

 

As can be seen from the table, VIF is reduced by removing the variable. However, there still 
exists a multicollinearity problem in model M0, which could be solved by more advanced 
techniques in the future study. However, as mentioned earlier, the positive or negative effects of 
explanatory variables on Y could be explained. 

5. DISCUSSION 

Based on the above regression model M1, the correlation between house value and influencing 
factors is discussed. As for the income for households, the model shows the house value and 
households income are positively correlated, verifying the hypothesis H1 proposed above. 
Turning to the effects of total rooms and bedrooms, the model reveals that the number of total 
rooms has a negative impact on house value. In contrast, the number of total bedrooms has a 
positive impact, which seems to conflict with hypothesis H2. However, previous studies on the 
total number of bedrooms were conducted under the same floor area. In contrast, in this study 
and previous studies on the total number of rooms, the floor area is not fixed to be 
approximately the same, leading to less accurate results and lack of credibility. Regarding to the 
housing age, the house value increases with housing age, which is not contradictory with 
hypothesis H4, which proposes that the correlation between house price and housing age 
changes in different time periods and does not state the overall trend. In terms of population and 
number of households, there is a negative relationship between the population and housing price. 
In contrast, a positive impact on the number of households can be found. This finding is 
inconsistent with hypothesis H5 because previous studies have discussed population density 
rather than population and the total number of households. As to the distance to big cities, the 
housing price is negatively correlated with the distance to Los Angeles and San Francisco, while 
positively correlated with the distance to San Diego. In addition, there is no statistically 
significant correlation between house value and distance to San Jose. The above results clearly 
verify hypothesis H6 because it is hard to tell the correlation between the housing price and a 
single centre under polycentric model theory. When it comes to distance to the coasts, the model 



shows the distance to coasts has a significant but declining effect on house value, namely the 
houses in close proximity to the coast are more expensive, which proves the hypothesis H7. 
Such universal conclusions consistent with previous studies can be applied in future studies. 

However, the fitting accuracy of the model still needs to be improved. Ridge regression is one of 
the mainstream methods to improve the accuracy of fitting caused by multicollinearity. In 
addition, spatial autoregression can be fitted to derive more accurate conclusions. In 1994, 
Olmo proposed that in the presence of spatial autocorrelation, the OLS estimation of the 
housing price prediction model parameter is inefficient [31]. 

6. CONCLUSION 

Based on the background of the US economic recession in 1990, this paper explores the 
influencing factors of California housing prices in 1990. Using the housing price impact theory 
and multiple regression method, it is concluded that the California housing prices are indeed 
affected by buyers' income, the structure of the house itself, population density and geographic 
surroundings, such as the distance to major cities the coast. Specifically, the California housing 
price is positively correlated with resident income, housing age, the number of total bedrooms, 
households, and distance to San Diego. At the same time, it is negatively related with the 
number of total rooms, population, distance to the coast and Los Angeles. In addition, there is no 
statistically significant relationship between the house value and distance to San Jose. Since this 
paper focuses on California housing prices during the recession, it can be referred to when 
California experience a similar economic situation. At the same time, the common conclusions 
consistent with previous studies can also be used as a reference for future research on housing 
prices in a certain area. It can also provide real estate developers with decisions about the 
location, structure, and price for the houses to be built and sold in the future. It should be noted 
that this paper avoids other factors that affect housing prices because the data used in this paper 
is not comprehensive enough. For instance, neighborhood quality is a frequently explored topic 
in housing prices, including public school achievement, major crime rates, and the educational 
level of neighbors. More influencing factors can be discussed in future studies. 
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