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Abstract— Forecasting the price of steel is important for the manufacturing industry to 

make procurement plans and production plans. Price is affected by many factors, 

considering its time-series characteristics, this paper uses the ARIMA model to predict 

the linear part and LSTM to predict the non-linear residual part. Simulation results show 

that ARIMA-LSTM model has higher accuracy.  
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1 INTRODUCTION 

Steel price is affected by many factors and fluctuates over time. Time series can reveal internal 

statistical characteristics of the data without totally knowing its influencing factors [1].  

Commonly used time series models include AR model, MA model, and ARMA model [2]. 

These models can only solve stationary sequences. Non-stationary sequence has certain timing 

and fluctuating characteristics and needs to be solved by ARIMA. This paper uses ARIMA-

LSTM to analyze and predict steel prices.  

2 METHOD AND SOURCE 

2.1 ARIMA model 

ARIMA, also known as differential autoregressive moving average, is proposed by scholars 

Box and Jenkins [3]. ARIMA model, often recorded as ARIMA (p, d, q), is composed of AR 

model and MA model. Parameter d is the number of differences to make non-stationary series 

stationary.  
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The basic steps to build an ARIMA prediction model are described as follows. First, get data 

and analyze characteristics, such as randomness, stationarity. Non-stationary series needs to be 

stationary before being modelled. Then, establish a suitable model and check relevant 

parameters. The value of parameters p and q can be attained by autocorrelation function and 

partial autocorrelation function plots. Finally, use the verified model to make predictions.  

When the random process is related to its previous values and external random terms, its 

mathematical form can be expressed as follows:  

yt=c+α1 yt-1+…+αpyt-p+εt+θ1εt-1+…+θqεt-q                                                 (1) 

In formula (1), the value  at time t has a multivariate function relationship with .  and 

 are the coefficients. 

2.2 Lstm model 

The nonlinear characteristics in the time series data cannot be reflected in the linear model 

ARIMA, and the nonlinear model needs to be established. LSTM neural network can solve this 

problem and it has good performance in time series problems [4]. LSTM unit has a memory 

cell, input gate, forget gate, and output gate [5]. It is shown in figure 1.  

 

Figure 1 LSTM unit 

The forward formulas of its unit are calculated as follows:  

inpt=σ(Winp.[Ot-1 , Xt]+binp)                                                   (2) 

outt=σ(Wout.[Ot-1 , Xt]+bout)                                                    (3) 

ct=fort* ct-1+ inpt* ct’                                                          (4) 

ct’=tanh(Wc.[Ot-1 , Xt]+bc)                                                       (5) 

Ot=outt* tanh(ct)                                                                 (6) 

Xt is the input vector of this unit. Ot is the final output of this unit. Winp, Wout and Wfor are 

the parameters of these three gates. B is the bias of gates. Tanh and σ are the arithmetic 

function of units. The output of the previous moment can be used as the input of the next 

moment to continue to participate in the calculation.  



2.3 Data Source 

The data comes from the 2011-2022 data of SPCC, a type of steel, in Wuhan. In this paper, the 

original sequence is divided into the training set and the test set according to seven to three.  

3 ESTABLISH ARIMAMODEL  

Before analysis, it is necessary to test the stationarity of the data. Figure 2 shows the data 

arranged in time. It can be seen that this sequence has an upward trend and is non-stationary.  

 

Figure 2 Raw data  

3.1 Data Processing 

Determine whether there are outliers and deal with those abnormal values. If there exist 

outliers, delete them and fill in new values. According to the 3σ principle of the normal 

distribution, values exceeding 3σ are outliers, but the density plot and QQ plot in the figure 3 

show that the data does not conform to the normal distribution. Combined with the box plot, 

there exist no outliers in the series, so subsequent analysis can be performed.  

 

Figure 3 Outlier Identification 



3.2 Stationary test and White noise test 

The original sequence is not stationary, but the sequence after the first difference is stationary. 

The unit root test is shown in figure 4. The p-value is much less than 0.05 and the statistic T 

value is less than -2.89, so the null hypothesis is rejected and the first-order difference sequence 

is considered to be stationary at the 5% significance level.  

 

Figure 4 Unit Root Test 

White noise is also stationary, but it is meaningless. To eliminate the influence of white noise, 

the stationary series needs to be tested. The P values are all less than 0.05, so at this 

significance level, the null hypothesis is rejected and the tested sequence is not a white noise 

sequence.  

3.3 The values of p and q 

Parameters p and q play an important role in the ARIMA model. Information criteria and 

graphs are used to determine the values. According to correlation plots, the value of parameters 

p and q can be determined, and then the corresponding values of BIC (Bayesian information 

criterion) can be calculated as follows.  

BIC=Kln(n)-2ln(L)                                                       (7)  

In equation (7) K is the number of parameters, n is the number of samples, and L is the 

likelihood function. 

After determining the model, the white noise test should be performed to ensure that there 

exists no useful information in the tested series. The p-value of q statistics should be over 0.05, 

so the residuals are white noise sequences.  

4 MODEL ANALYSIS AND FORECAST 

After the model is qualified, it can be used for prediction.  

4.1 Model analysis 

Table1 and figure 5 show that when parameters p=1 and q=0, the value of BIC is the smallest, 

and that the model should be ARIMA (1, 1, 0).  



 

Figure 5 ACF and PACF plots 

Table 1 Value of BIC 

ARIMA BIC value  

ARIMA(1,1,1) 893.416 

ARIMA(1,1,0) 891.137 

ARIMA(0,1,2) 897.543 

ARIMA(0,1,1) 895.412 

 

Figure 6 shows the values of the white noise test and that the residuals are the random 

sequence. All useful information has been included in model ARIMA (1, 1, 0).  

 

Figure 6 White Noise Test of Residuals 



The correlation test of residuals is shown in Figure 7. It can be seen that the residual is stable 

and fluctuates around zero. The histogram plot, density plot, and QQ plot show that the 

sequence obeys the normal distribution. The autocorrelation graph is all in the blue area. This 

means it is a purely random sequence of white noise. 

 

Figure 7 White Noise Test of Residuals 

4.2 Evaluation index 

The quality of this model needs to be evaluated, and the commonly used evaluation indicators 

are mean absolute error, root mean square error, and so on. Indicators RMSE and MAE are 

used in this paper.  

RMSE=sqrt(sum(ytruei-yprei)2/n)                                      (8) 

MAE= sum (abs (ytruei-yprei))/n                                        (9) 

In these formulas,  represents the predicted value,  represents the true value, and n 

represents the number of samples.  

4.3 Prediction 

As the prediction length increases, the accuracy of the model will decrease; the original model 

may fail when the external environment changes greatly, so the rolling prediction is adopted. 

When predicting the next month's data, the actual value obtained in the previous month is used 

to update the correction coefficient of the model, and then the corrected model is used for out-

of-sample forecasting. The results are shown in figure 8.  



 

Figure 8 ARIMA forecasting 

The results of forecasting are rounded to two decimal places and shown in table 2.  

Table 2 Prediction of ARIMA 

No value prediction No value prediction 

0 5380 5200.04 18 6070 5797.37 

1 5600 5216.10 19 6020 6068.06 

2 5730 5228.17 20 5980 6085.38 

3 6330 5810.89 21 6100 6101.17 

4 5650 5863.821 22 6500 6117.08 

5 5700 5900.83 23 7380 6496.83 

6 5650 5928.77 24 6400 6517.42 

7 5500 5674.14 25 6150 6536.62 

8 5350 5686.13 26 6350 6555.89 

9 5350 5700.11 27 6300 6345.79 

10 5500 57   13.76 28 6200 6365.58 

11 5650 5493.80 29 6100 6382.55 

12 5800 5507.27 30 6130 6399.85 

13 5880 5518.25 31 6330 6143.20 

14 5730 5529.55 32 6530 6158.30 

15 5750 5758.38 33 6560 6173.18 

16 5750 5770.42 34 6610 6188.09 

17 5830 5783.97    

 

To verify the performance, this paper tests two models: ARIMA and ARIMA-LSTM. 

ARIMA-LSTM means that use ARIMA to predict the linear part and use LSTM to predict the 

non-linear residual part, finally these two parts are added together. Figure 9 shows the 



prediction results of these two models. Table 3 shows the values of evaluation indicators of 

these two models.  

  

Figure 9 Forecasting results of ARIMA and ARIMA-LSTM 

Table 3 Evaluation of Models 

 RMSE MAE 

ARIMA 309.98 256.36 

ARIMA-LSTM 259.17 211.72 

 

It can be seen from Table 3 that the evaluation indicators of ARIMA-LSTM are lower than 

ARIMA model, and the prediction is better.  

5 CONCLUSION 

In this paper, ARIMA and LSTM are combined to predict steel price, ARIMA is used for 

rolling prediction on the linear part to improve accuracy, and LSTM is used to predict the 

nonlinear part. Finally, the two results are mixed. Simulation experiments show that the mixed 

model has better prediction accuracy.  
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