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Abstract. Riau Province is one of the provinces that has social inequality in its society. 

This is due to the uneven distribution of development carried out in remote areas that are 

difficult for the government to access. Therefore, the researchers grouped districts in Riau 

Province with a low welfare index by clustering using Fuzzy C-Means and K-Medoids 

methods. Clustering is a method of grouping objects or events into groups based on their 

similarity values. Later, a comparison will be made between the Fuzzy C-Means and K-

Medoids methods to get the best result on the Riau Province community welfare data in 

2020. From the analysis that has been carried out, there is a grouping of data into 3 clusters 

for Fuzzy C-Means method and 2 clusters for K-Medoids. Based on the result of the 

variances comparison of the two methods, namely Fuzzy C-Means and K-Medoids, each 

of which has a variance of 0.375681 and 3.248903, it can be concluded that the best cluster 

method for this case is Fuzzy C-Means.  Based on the results of clustering on districts/cities 

by Fuzzy C-Means method can be applied as a reference by related parties to improve the 

welfare of the people of the Riau province. 
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1. Introduction 

The government's development has not all been evenly distributed to small districts that are 

difficult to access in Riau Province, which causes inequality in the welfare of society. People's 

welfare is the right of citizens to enjoy life in the country they live in. A country certainly has a 

goal in the development of the country itself, one of which is the welfare of its people. Prosperity 

here is defined as a state of peace and prosperity which is also interpreted as always sufficient 

and not lacking in life, not lacking in physical, material, and spiritual. 

In measuring people's welfare, it is necessary to calculate people's welfare indicators, 

namely the level of population welfare as a reflection of the quality level of a country's human 

resources, which includes indicators of population, environment, consumption, housing, 

education, nutritional health, expenditure, employment, etc.  
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The house as a place to live is one of the primary human needs, where a decent home or 

place to live in the dream of every household in urban and rural areas. A comfortable and 

peaceful place to live is one level to improve life in the family. A habitable house is a house that 

meets several criteria, namely building resilience (building materials, roofs, walls, and floors of 

the house that meet the requirements), minimum adequacy of living space (floor area per capita 

7.2 m2), has electricity as a source of lighting. Primary care have access to proper drinking 

water, and have access to adequate sanitation. A household is categorized as occupying a livable 

house if there are a maximum of two criteria that are not met from the seven forming indicators 

[1]. 

This study will compare the Fuzzy C-Means and K-Medoids Clustering methods to 

discover the best clustering method for grouping districts in Riau based on welfare indicators. 

Fuzzy C-Means is a clustering technique that uses weighting on each member of the set [2] . K-

Medoids is a clustering technique that can handle objects among high values that may deviate 

from their distribution [3]. 

 

2. Literature Study 

2.1. Assumptions in Clustering 

There is an assumption that must be met in cluster analysis, and there is no multicollinearity 

[4]. A multicollinearity test is needed to determine the existence of a linear relationship between 

2 or more variables. One way to see the symptoms of multicollinearity can be detected by 

calculating the tolerance value or Variance Inflation Factor (VIF) [5]. If the VIF value exceeds 

10, it indicates that there is multicollinearity between variables. If multicollinearity occurs, it is 

recommended to eliminate one of the two variables with a fairly significant correlation [6]. VIF 

value is calculated as Equation 1. 

𝑉𝐼𝐹 =
1

1 − 𝑅𝑖
2 (1) 

Where 𝑅𝑖
2 is the coefficient of determination. 

 

2.2. Fuzzy C-Means Clustering 

Fuzzy C-Means is a clustering approach in which the existence of each data point in a 

cluster is defined by the degree of membership [7]. The goal of this approach is to obtain the 

cluster's center, which will then be utilized to determine the data that enter the cluster [8] . The 

explanation of the Fuzzy C-Means algorithm is as follows [9] : 

1) Input data to be grouped, namely 𝑋 in the order of a sized matrix 𝑛 × 𝑚 (𝑛 = quantity of 

data samples and 𝑚 = attributes of any data). 𝑋𝑖𝑗  = 𝑖th sample data (𝑖 = 1,2, … , 𝑛), 𝑗th attribute 

(𝑗 =  1,2, . . . 𝑚). 

2) The number of clusters (c), the partition matrix's power (w), the maximum iteration 

(MaxIter), the least anticipated error (𝜉), the initial objective function (P0 = 0), and the 

starting iteration (t = 1) are all variables to consider. 

3) As elements of the initial partition matrix 𝑼, generate random integers 𝜇𝑖𝑘, where 𝑖 =
1,2, . . . , 𝑛 and 𝑘 =  1,2, . . . , 𝑐. Then count how many columns of random numbers you've 

created. Count how many of each column (attribute) by the equation 2. 

𝑄𝑖 =  ∑ 𝜇𝑖𝑘

𝑐

𝑘=1
 (2) 

 



 

 

 

 

Calculate the first partition matrix 𝑼 after adding up each column of the random number 

determined. Equation 3 may be used to obtain the initial partition matrix 𝑼. 

𝜇𝑖𝑘 =
𝜇𝑖𝑘

𝑄𝑖

 (3) 

 

4) Based on Equation 3, calculate the kth cluster center for the jth attribute 𝑉𝑘𝑗 , with 𝑘 =

 1,2, . . . 𝑐; and 𝑗 =  1,2, . . . 𝑚. 

𝑉𝑘𝑗 =  
∑ ((𝜇𝑖𝑘)𝑤. 𝑋𝑖𝑗)𝑛

𝑖=1

∑ (𝜇𝑖𝑘)𝑤𝑛
𝑖=1

 (4) 

𝜇𝑖𝑘  membership degree for the ith sample in the k-cluster and 𝑋𝑖𝑗  is the ith data with jth 

attribute. 

5) Calculate the objective function at the iteration to-t using the Equation 5: 

𝑃𝑡 =  ∑ ∑ ([∑ (𝑋𝑖𝑗 − 𝑉𝑘𝑗)
2𝑚

𝑗=1 ] (𝜇𝑖𝑘)𝑤)𝑐
𝑘=1

𝑛
𝑖=1   (5) 

𝑃𝑡  is the objective function in the tth iteration. 

6) Calculate the change in the partition matrix using the Equation 6: 

𝜇𝑖𝑘 =
[∑ (𝑋𝑖𝑗−𝑉𝑘𝑗)

2𝑚
𝑗=1 ]

1
𝑤−1

∑ ⌈∑ (𝑋𝑖𝑗−𝑉𝑘𝑗)
2𝑚

𝑗=1 ⌉

1
𝑤−1𝑐

𝑘=1

  (6) 

7) Check the stop condition: if t > MaxIter, stop; if not, continue to step 4 with t = t + 1. 

 

The initial fuzzy clustering approach is to find the cluster's center, which will serve as the 

average position for every cluster. After a series of upgrades to the cluster center, the cluster 

center will be moved to its proper position [10]. Each data will be given a value or weight to 

enter each cluster. Any weighted data that has the closest rarity to a cluster center will have a 

higher value. In fuzzy, the degree of membership is known, which has a value range of 0 to 1, 

in contrast to the firm set with a value of 1 or 0 [11]. The Fuzzy C-Means method is one of the 

simplest and is frequently used in data grouping approaches because it produces accurate 

estimates with few parameters. The Fuzzy C-Means method may be used to categorize data 

depending on specific qualities, according to various studies [12]. 

 

2.3. K-Medoids Clustering 

K-Medoids or The Partitioning Around Medoid (PAM) clustering algorithm reduces the 

distance between the labeled point in the cluster and the point chosen as the cluster center  [13]. 

The K-Medoids technique is being used to address the shortcomings of the k-means algorithm, 

which is extremely sensitive to outliers. Outliers are pretty far away from most data; thus, they 

can alter the cluster's average value (mean) [14]. K-Medoids Clustering will arrange a set of n 

items into multiple k clusters through clustering partitions. This technique works by employing 

medoids, which are items in a collection of objects that constitute a cluster. Then cluster is 

formed by calculating the closeness between medoids and non-medoids objects [15]. The steps 

of K-Medoids clustering in grouping the data are as follows [16]. 

1) Create a random number of clusters (k). 

2) Using the euclidean distance measure equation, calculate each object to the nearest cluster: 

𝐷𝑖𝑘 = √∑ (𝑥𝑖𝑗 − 𝑐𝑘𝑗)
2

 
𝑛

𝑘
  (7) 



 

 

 

 

𝐷𝑖𝑘  ∶ Euclidean Distance, 𝑥𝑖 : Data (𝑖), 𝑥𝑗 : Data (𝑗), 𝑥𝑖𝑗 : Data (𝑖) attribute (𝑗), 𝑐𝑘𝑗 : Data (𝑘) 

attribute (𝑗). 

3) Select a random object from each cluster as a candidate for new medoids. 

4) With new medoids, calculate the distance from each object in each cluster.  

5) By calculating new total distance - old total distance. Calculate standard deviation (S). If S 

< 0, swap objects with data cluster medoids to form a new set of k objects as medoids. 

6) Repeat steps 3 to 5 until there is no medoid change so that clusters and their respective cluster 

members are obtained. 

 

The Within Sum Square (WSS) method defines the number of clusters formed by internal 

criteria. Validation with internal criteria focuses on measuring how compact the resulting cluster 

is either indicated by intra-cluster homogeneity, inter-cluster separation, or a combination of 

both using only internal data [11]. WSS is a method of evaluating intra-cluster variability. Each 

observation will be assigned to the closest cluster. The distance between the observations and 

the cluster will be determined using the Cosine Equation between the observations and the 

centroid. The next centroid will be changed as the average for observations on every cluster 

[17]. 

∑ ∑ (𝑥𝑖𝑗 − �̅�𝑘𝑗)
2𝑛𝑖

𝑗=1
𝑘
𝑖=1   (8) 

𝑥𝑖𝑗 : Data (𝑖) cluster (𝑗) and �̅�𝑘𝑗 : Mean cluster (𝑗) 

 

2.4. Determining the Best Method 

To compare two or more methods in clustering, the average standard deviation within the 

cluster and the standard deviation between clusters will be use [18]. Amount cluster optimum 

by minimizing the index value[19]. Standard deviation within-cluster (𝑣𝑤): 

𝑣𝑤 =
1

𝑁−𝑘
∑ (𝑛𝑖 − 1)  ×  𝑣𝑖

2𝑘
𝑖=1   (9) 

 

𝑣𝑖
2 ∶ Variance cluster (𝑖), 𝑛𝑖: Count of data in a cluster (𝑖), 𝑘 ∶ Count of a cluster, 𝑁: Count of data 

 

Standard deviation between cluster (𝑣𝑏): 

𝑣𝑏 =
1

𝑘 − 1
∑  𝑛𝑖  (�̅�𝑖 − �̅�)2

𝑘

𝑖=1

 (10) 

�̅�𝑖: mean data (𝑖) in cluster and �̅�: mean data (𝑖). The variance of a cluster: 

𝑣 =
𝑣𝑤

𝑣𝑏

  (11) 

𝑣 ∶ variance of a cluster, 𝑣𝑤: variance within a cluster, 𝑣𝑏: variance between clusters. 

 

 

3. Research Methods 

3.1. Data and Sources 

Riau Province is the focus of this study. The information utilized came from the Riau 

Province's Central Statistics Agency's website. Secondary data is the type of data used in this 

study. The variables that were sampled were eight variables consisting of the percentage of 

households with walls and wood (X1); percentage of households with roofs of concrete, tile, 

zinc, asbestos, wood, and bamboo (X2); the percentage of families according to their housing 



 

 

 

 

ownership status (X3); percentage of households with clean drinking water sources (X4); 

percentage of non-ground floor households (X5); the percentage of households with the main 

source of lighting (X6); percentage of labor force participation rate (TPAK) (X7); percentage of 

open unemployment rate (TPT) (X8). The data used in this study were 12 locations in Riau 

Province. 

 

3.2. Data Analysis Stage 

The first step is to collect secondary data that has been taken from the riau.bps.go.id 

website, then pre-processing the data on people's welfare indicators in Riau Province in 2020. 

The stages are continued by analyzing the characteristics of the people's welfare indicator data 

in Riau Province in 2020. Before clustering analysis is carried out, we will check the assumption 

of the multicollinearity test. After that, a grouping or clustering analysis will be carried out using 

the Fuzzy C-Means and K-Medoids methods. After comparing the goodness of clusters by 

comparing the variance of two methods, the best approach will be chosen, and profiling will be 

made—all analysis using the Rstudio application. 

 

4. Results and Discussion 

4.1. Descriptive Analysis 

This descriptive analysis of the Riau Province people's welfare indicator data in 2020 is 

displayed in the form of a descriptive statistical table containing the value of median, mean, 

variance, standard deviation, maximum and maximum, and the upper quartile value and that of 

the data; it looks like the Table 1. 
Table 1. Descriptive analysis of the welfare of people in Riau in 2020 

 X1 X2 X3 X4 X5 X6 X7 X8 

Mean 97.58 94.42 72.21 68.70 99.16 84.74 65.57 5.80 

Median 99.12 96.38 74.61 74.15 99.08 87.59 65.53 4.96 

Std. Deviation 4.31 4.83 11.72 24.24 0.51 8.77 2.71 1.56 

Variance 18.59 23.30 137.47 587.46 0.265 76.97 7.36 2.45 

Minimum 84.51 81.66 51.26 12.06 98.20 68.63 60.90 4.33 

Maximum 100 98.12 89.89 94.16 100 95.81 69.28 9.62 

1st Qu. 97.94 93.04 65.45 66.70 98.91 80.70 64.37 4.85 

3rd Qu. 99.58 97.68 80.61 83.78 99.54 90.59 67.74 6.26 

 

Based on Table 1, the highest average value is in the X5 variable or the percentage of non-

land floor households of 99.16, while the lowest average value is in the X8 variable or the 

percentage of the open unemployment rate of 5.80. Variable X8 has an average of 97.58; the 

average variable X2 is 94.42; the average variable X3 is 72.21; the average variable X4 is 68.70; 

the average variable X6 is 84.74; the average variable X7 is 65.57, and the average variable X8 

is 5.80. Of these eight variables, the one with the highest variance value is in the X4 variable or 

the percentage of households with clean drinking water sources of 587.46, which means that the 

diversity of data on this variable is significant. 

 

 

 



 

 

 

 

4.2. Fuzzy C-Means Clustering  

For the assumption of multicollinearity from the results of the VIF value, no variable has a 

VIF value > 10; then, the assumption is met. Fuzzy C-Means cluster analysis outcomes are 

presented in the form of a cluster plot with three clusters, as illustrated in Figure 1. 

      

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Plot Fuzzy C-Means Clustering 

 

Based on the cluster plot in Figure 1, the results obtained are districts/cities in the province 

of Riau based on the welfare of the people using the Fuzzy C-Means method divided into three 

colors. Cluster 1 is represented by a red area, cluster 2 is represented by a green area, and cluster 

3 is represented by a blue area. Based on Fig 1, it is arranged in Figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Maps Fuzzy C-Means Clustering 

As indicated in Table 2, the profiling result is based on the computation of the average value 

from each cluster's variables. 

 
Table 2. Fuzzy C-Means cluster profiling 

Variable X1 X2 X3 X4 X5 X6 X7 X8 

Cluster 1 (High) 99.7 97.1 55.8 90.2 97.5 87.1 68.2 6.40 



 

 

 

 

Variable X1 X2 X3 X4 X5 X6 X7 X8 

Cluster 2 (Low) 92.3 90.5 86.4 21.2 99.8 71.3 66.1 5.48 

Cluster 3 (Medium) 98.2 94.4 75.2 73.0 98.8 87.5 64.3 5.63 

From table 2, it can be explained that cluster 1 is a grouping with variables that have the 

highest average value, almost all of the variables have the highest value among the three clusters 

except for the variables X3 and X5. Cluster 2 is a grouping with variables with the lowest average 

value, and almost all the variables have the lowest values among the three clusters except for 

variables X3 and X5. And cluster 3 is a grouping with variables that have a medium average 

value. 

 

4.3. K-Medoids Clustering 

Using K-Medoids method analysis, the best cluster that describes people's welfare in Riau 

Province using the WSS method is 2 clusters. The results of two clusters, as shown in Fig 3. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3. Plot K-Medoids Clustering 

Based on the computation of the similarity between observations of people's wellbeing in 

Riau Province, the output of K-Medoids reveals that there are two clusters. Based on Figure 3, 

the results of the clustering groups are in Figure 4. 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 4. Maps K-Medoids Clustering 



 

 

 

 

According to the K-medoids method, cluster one consists of ten districts, whereas cluster 

two consists of two districts. The results of the profiling of the average value computation of 

each cluster group occurrence are presented in Table 3. 
Table 3. K-Medoids Cluster’s mean 

Variable X1 X2 X3 X4 X5 X6 X7 X8 

Cluster 1 (High) 98.64 95.201 69.358 78.186 98.424 87.422 65.467 5.865 

Cluster 2 (Low) 92.25 90.54 86.445 21.25 99.825 71.345 66.07 5.475 

 

From table 3, the results of profiling using the K-medoids clustering method in cluster 1 

consisting of 10 districts have the best average for variables X1, X2, X4, and X6. While cluster 2 

has two district members with the best average on X3, X5, X7, and X8. Based on the high average 

of each indicator, because cluster 1 and cluster 2 have the same score, next see the average 

distance. For example, even if cluster two is better than cluster one in X5, but the average 

distance is not far, it is different from X4. Cluster one and cluster two has a very long distance. 

It will be determined that cluster 1 has a high level of people's welfare and cluster 2 is a low. 
 

4.4. Comparison of Variance of Fuzzy C-Means and K-Medoids Method 

Based on equation 6-8, it is continued by determining the best method presented in Table 

4-6 
Table 4. Fuzzy C-Means Variance 

Fuzzy C-Means  X1 X2 X3 X4 X5 X6 X7 X8 

Vw 13.17 15.06 39.90 168.86 10.57 27.46 8.63 0.98 

Vb 72.36 50.96 1270.94 6004.01 7.27 423.2 30.77 1.46 

Vw/Vb 0.18 0.29 0.031 0.028 1.45 0.06 0.28 0.66 

Var  0.375 

 

Table 5. K-Medoids Variance 

K-Medoids X1 X2 X3 X4 X5 X6 X7 X8 

Vw 13.63 22.01 102.56 105.92 3.42 41.59 8.04 2.68 

Vb 68.14 36.21 486.61 5402.85 3.27 430.78 0.61 0.25 

Vw/Vb 0.20 0.61 0.21 0.02 1.04 0.10 13.26 10.55 

Var  3.25 

 

Table 6. Comparison of Variance 

Method Variance 

Fuzzy C-Means 0.375 

K-Medoids 3.25 

 

Based on Table 6, the value of the variance ratio shows that the Fuzzy C-Means method 

has better performance than the K-Medoids method because the variance of the Fuzzy C-Means 

method is more petite than the K-Medoids method.  

 



 

 

 

 

5. Conclusion 

Based on the explanation of the previous sections, it can be concluded that the Fuzzy C-

Means method's results obtained 3 clusters with cluster one is a group with a relatively high 

state of community welfare, cluster two is a group with low community welfare conditions, and 

cluster three is a group with moderate community welfare conditions in Riau Province in 2020. 

At the same time, the K-Medoids method's result obtained 2 clusters with cluster 1 of 10 districts 

with relatively high community conditions and cluster two with low community conditions. The 

best method is the method with minor variance. In this study, the Fuzzy C-Means method is the 

best method with the value of variance is 0.375. From the results of the research that has been 

done, it can be seen that several areas in Riau Province have a relatively low level of people's 

welfare. Based on this research, policymakers can pay more attention to the welfare conditions 

of the community so that all people in the area receive equitable welfare. 
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