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Abstract: As we all know, the price of a stock is the focus of investors' attention and even 

small changes can cause huge changes in the market. The SSE Composite Index reflects 

the overall performance of companies listed on the Shanghai Stock Exchange. This 

experiment investigates in using the LSTM model to predict which variable parameter in 

the SSE index has the most influence on the results predicted by the neural network. The 

data set was obtained from the Shanghai Stock Exchange and it was concluded that for the 

same LSTM model of the neural network, the opening price parameter of the SSE index 

had the greatest impact on the prediction of the model. 
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1 Introduction 

The SSE Composite Index is a composite stock price index based on all stocks listed on the 

Shanghai Stock Exchange, weighted by issue volume. By analyzing the SSE Composite Index, 

one can understand the liquidity of the market by understanding the trading volume of the 

Shanghai market. General RNN models are weak in portraying long memory time series data 

[1], and RNN training becomes very difficult when the time series are too long. However, the 

LSTM model solves the problem that RNN models cannot portray the long memory of time 

series. This experimental study compares the experimental data to find out which parameter has 

the greatest impact on the prediction accuracy when using the LSTM model to predict the SSE 

Composite Index. 

2 Main technologies 

2.1 RNN model 

The formula is as follows: 
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As shown in Equation (1), (2).
f

is the nonlinear activation function. When calculating 0S
, 

that is, the hidden layer state of the first word, 1t−
S

 needs to be used, but it does not exist, so 

the 0 vector is generally used. 

 

)*( tSVgO =t                           (1) 

 

)**( 1−+= tSWXUfS tt                          (2) 

 

As shown in Figure 1. For a traditional RNN (recurrent neural network), it has many w's but 

they have the same value, and as the data passes through the same unit, the memory of the input 

is recorded and another input to be predicted is added [2], so the prediction contains all the 

previous memories plus this input. The weights will cause the error to change in the case of 

greater than 1, there will be error amplification in the backpropagation, leading to gradient 

explosion; less than 1, the error will keep shrinking [3], leading to gradient disappearance, thus 

making the network's weights take a long time to be updated, not allowing the RNN to record 

all the memories, making the RNN too forgetful. 

 

Figure 1 Single layer network architecture 

2.2 LSTM model 

The formula is as follows: 

forget gate: As shown in Equation (3), Choose to forget certain information from the past 
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input gate: As shown in Equation (4), (5). Remembering certain information in the present 
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Merging past and present memories: As shown in Equation (6) 
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output gate: Output, As shown in Equation (7), (8) 
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As shown in Figure 2. The long and short term memory model is a special RNN model, which 

is designed to solve the gradient disappearance and gradient explosion problems during 

backpropagation, and solves the long memory problem that the RNN model does not have by 

introducing the gate mechanism. Specifically, the neurons of the LSTM model consist of cells 

and gates [4]. The cell is the key component of the LSTM model, similar to memory, which is 

used to store the model's memory. The cell states are subject to change over time, and the saved 

information is managed by the gate mechanism [5]. The gate mechanism is used to filter a 

portion of the information, which is implemented by a sigmoid function and a dot product 

operation. Sigmoid takes values between 0 and 1, while different dot product operations 

determine the amount of information that passes through the gate. The sigmoid has two values 

of 0 or 1 representing the abandonment of the message and the selection of full transmission 

(i.e., full memory), respectively. The LSTM protects and controls the unit states through gates, 

which are the abandonment gate, the update gate, and the resultant output gate [6]. The unit state 

is like a transmission belt. It will go along the direction of motion of the transmission belt, where 

there is only little linear interaction. This approach will make the information flow on the 

transmission belt. 

 
Figure 2 Single layer model 



 

3 Method of realizing model 

3.1 Visualize the data 

It is necessary to import the dataset first and then format it with some parameters (e.g. date) for 

later analysis. The dataset comes from the Shanghai Stock Exchange from 1991 to 2015 for the 

SSE Composite Index. Some of the data sets are shown in Figure 3 below. The stock parameters 

are shown in the following table 1. 

Table 1. Dataset Properties 

Stock Parameters Data volume 

opening price 6100 

closing price 6100 

gain/loss 6100 

high value 6100 

low value 6100 

volume 6100 

amount traded 6100 

 

 
Figure 3 Part of a data set 

3.2 Create the dataset 

In this experiment, a specific dataset needs to be created for training, validation and testing 

before creating the neural network. Considering the real training environment [7], the number 

of training samples per batch (batch_size), time (time_step) and the number of training sets 

(train_begin, train_end) are set as parameters here to make the training more mobile. 

3.3 Normalize data 

The dataset for this experiment needs to be scaled between 0 and 1. In fact, in order to use our 

data with a neural network, this experiment needs to normalize its own data. Moreover, this will 

allow the network to understand the price differences. In fact, there is a big difference between 

the value of a stock on the first day and the value of today [8]. By normalizing, we reduce the 

gap and our model can be more accurate. In this paper, we use Z-Score normalization with the 



 

formula z=(x-μ)/σ; its main purpose is to unify data of different magnitudes into the same 

magnitude, which is uniformly measured by the calculated Z-Score value, ensuring 

comparability among data. The disadvantage of standardization is that, first of all, estimating Z-

Score requires the overall mean and variance, [9] which is difficult to obtain in real analysis and 

mining, and in most cases the mean and standard deviation of the sample are used instead; the 

results of Z-Score can only be used to compare the results between data, and the real meaning 

of the data needs to be restored to the original value. 

3.4 Loss function 

The loss function is a function used to represent the magnitude of the difference between the 

predicted value X and the true value Y of the network model. It is a non-negative real-valued 

function, usually denoted by L (Y, f(x)). The loss function is negatively related to the robustness 

of the model, and the model becomes robust as the loss function decreases [10]. The loss 

function is a central part of the calculation of risk, and the combination allows the loss function 

to become a structural risk function. The very commonly used mean squared error loss is taken 

in the experiments.  

3.5 Build neural network training model 

First, we define the neural network variables, input layer, output layer weights, bias, and dropout 

parameters. Then we train the model in the training set, test it, and finally make predictions. The 

prediction model implementation is shown in the figure 4 below. 

 
Figure 4 Predictive Models 

3.6 Set up a comparison experiment 

In this experiment, the dataset has seven parameters used for model training, and in order to find 

out which parameter has the most influence on the prediction results of the LSTM model, eight 

experiments are set up, and the first seven times remove a different parameter from the seven 

parameters each time, and use the remaining six parameters for model training prediction, and 

the last time use eight parameters to train the model for prediction, and according to the 

prediction deviation values in the results, it can be deduced which parameter is more important 

for predicting the SSE Composite Index. 



 

4 Results and analysis 

Red represents the predicted value, blue represents the true value. 

 
Figure 5 Model prediction results after removing the opening price parameter 

 
Figure 6 Model prediction results after removing the closing price parameter 

 
Figure 7 Model prediction results after removal of the Up and down parameters 



 

 
Figure 8 Model prediction results after removing the maximum price parameter 

 
Figure 9 Model prediction results after removing the transaction volume parameter 

 
Figure 10 Model prediction results after removing the transaction amount parameter 



 

 
Figure 11 Model prediction results after removing the up and down parameters 

 
Figure 12 All parameters for model prediction results 

Table 2. Model Results 

Experiment Remove one parameter Deviation value 

Experiment 1 opening price 0.0478 

Experiment 2 closing price 0.0374 

Experiment 3 gain/loss 0.0389 

Experiment 4 high value 0.0439 

Experiment 5 
low value 

0.0367 

Experiment 6 
volume 

0.0393 

Experiment 7 
amount traded 

0.0432 

Experiment 8 Nothing 0.0372 

 



 

Each graph from Figure 5 to Figure 11 removes a different parameter predicted by the model. 

In each graph, the deviation of the predicted value from the true value is calculated. The 

deviation value is inversely proportional to the accuracy of the prediction. The larger the 

deviation, the more influence the prediction receives and the worse the curve fit. The smaller 

the deviation, the better the curve fit. The deviation values calculated from the experiments in 

Figures 5 to 11 were calculated separately from the deviation values in Figure 12 to find out the 

changes in the deviation values, and it was found that the deviation values in Figure 5 differed 

the most from those in Figure 12, where the opening price parameter was removed to forecast 

the stock. This indicates that the opening price parameter has the greatest impact on the 

prediction results when using the LSTM model to predict the SSE Composite Index. The SSE 

Composite Index is a composite stock price index based on all stocks listed on the Shanghai 

Stock Exchange, weighted by issue volume. Table 2 shows the experimental results. 

5 Conclusion 

In this experiment, it was found that when using the LSTM model to predict the stock, different 

parameters of the stock itself play different roles in the prediction results of the model, and in 

this experiment, the opening price parameter has the greatest impact on the experimental results, 

which means that this parameter has great significance for the accuracy of the prediction of the 

stock. In the future, the experiment will continue to investigate whether the effect of different 

parameters on the prediction can be related to the number of iterations of the model.  
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