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Abstract—The problem of large dimensionality of loan data and unbalanced data samples 

severely affects the classification, and the article proposes a support vector machine for 

feature recursive elimination and XGBoost for a loan early repayment prediction. Firstly, 

the combination of Pearson index and SVM-RFE in the data feature layer can reduce the 

dimension of data, find the best feature subset including more information, and then 

find more information. Secondly, the weighted cross-entropy loss function is introduced 

into the XGBoost algorithm to solve the problem of data imbalance. Finally, a comparative 

experiment is carried out on the LendingClub data set to confirm the effectiveness of  

the proposed model in predicting and analyzing the personal behavior of loan prepayment. 

Keywords-loan prepayment; feature selection; SVM-RFE; XGBoost; weighted cross-

entropy loss function 

1 INTRODUCTION 

With the rise of online lending, online lending based on borrowers' credit scores is an innovative 

means to achieve a reasonable asset allocation of funds directly between lenders and borrowers, 

however, due to borrowers' default and early repayment behaviors can negatively affect the 

interests of investors as well as the lending platform, which in turn reduces the platform's 

operating income [1]. In addition, early repayment behavior can also lead to unstable future cash 

flows of fund products, thus affecting the actual yield and pricing level, and thus the study of 

early repayment risk is of great significance.. 
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Early repayment of a loan refers to the behavior of a borrower who pays off the principal in full 

before the due date of repayment, resulting in lower estimated interest income. Currently, 

domestic and foreign scholars have studied early repayment behavior. Li Z [2] and others 

applied multiple logistic regression to predict and analyze the probability of prepayment and 

default, confirmed that there are different influencing factors between loan repayment and loan 

default, and paid attention to the need to control the situation of loan prepayment. Liang and 

Lin [3] developed a two-stage model for early repayment risk. The first stage divides borrowers 

into several groups using a random forest algorithm, and the second stage constructs a 

proportional risk model for each group to predict their early repayment time. It was found that 

the two-stage model possessed a higher accuracy rate than the single-stage model. Chehong 

Zhu [4] developed and designed a deep learning entity model of mortgage risk, and found that 

there is a highly optimal control relationship between personal behavior of early repayment of 

loans and loan characteristics and macroeconomic variables. Mortazavi A [5] removed 

irrelevant features by searching the optimal feature subset to produce the minimum error on the 

original dataset. Schapiro et al. [6] proposed the AdaBoost algorithm, which allows the 

classifier to improve its focus on a small number of classes of samples by focusing on the 

samples that are misclassified after each round and giving them higher weights. Zhao C et al. 

[7] used an integrated learning approach to identify social network spam and dynamically 

adjusted the weights of the base classifier prediction results by setting different misclassification 

costs for different classifiers, thus effectively improving the classification of unbalanced data 

sets. 

In the above literature, the Filter selection method has fast computation speed and considers the 

relationship between features, but the selected features do not consider whether the features fit 

the model, and the SVM-RFE in the Wrapper sign selection method can select a subset of 

features suitable for this model, but the SVM-RFE selection method does not consider the 

correlation between features. Among the methods for predicting early loan repayment, the 

financial model-based prediction methods have strong explanatory power supported by 

financial theory but are not suitable for large-scale data prediction, while the machine learning-

based methods focus only on prediction accuracy and rarely consider the problem that early 

loan repayment is an unbalanced data set. 

Based on this paper for the prepayment of loans ask the following two contributions to this 

paper, in terms of feature selection, by combining the Pearson correlation coefficient in filtered 

feature selection with the SVM-RFE in the encapsulated feature selection method to select the 

optimal feature subset, the selected features have minimal correlation with each other while still 

having high predictive power. In predictive analysis, the XGBoost loss function is modified by 

fusing the weighted cross-entropy loss function with XGBoost to make the model focus more 

on a small number of classes of samples, thus improving the predictive power of the model. 

2 LOAN PREPAYMENT PREDICTION MODEL 

The proposed SVM-RFE-XGBoost as a loan prepayment model is shown in Fig.1. It is divided 

into four main modules namely data preprocessing, feature selection, classification prediction 

module, and model evaluation. The data pre-processing module performs preliminary 

processing of the data by removing missing values, irrelevant variables, and duplicate data as 



well as the conversion of the data format to make the data in a way that initially filters the data 

characteristics. The feature selection module further selects the input features by combining the 

Pearson coefficients with the SVM-RFE feature selection method, so that the model accuracy 

is optimal while the redundancy between the selected features is small. The classification 

prediction module optimizes XGBoost with a weighted cross-entropy loss function 

(XGBoost_WCE) so that the model can have better classification results on unbalanced data 

sets. 

3 ALGORITHM   DESCRIPTION 

3.1 Pearson correlation coefficient 

The Pearson correlation coefficient [8] is a linear correlation coefficient that captures the degree 

of linear correlation between two variables. For any two random variable c   𝑋 =
𝑥1, 𝑥2, … , 𝑥𝑛 , 𝑌 = 𝑦1, 𝑦2 , … , 𝑦𝑛.The definition is shown as Eq. (1). 

 

𝑃(𝑋, 𝑌) =
∑ (𝑥𝑖 − 𝑥̂𝑖)(𝑦𝑖 − 𝑦̂𝑖)𝑖

√∑ (𝑥𝑖 − 𝑥̂𝑖)
2

𝑖 √∑ (𝑦𝑖 − 𝑦̂𝑖)
2

𝑖

 (1) 

 

where 𝑥̂, 𝑦̂𝑖are the mean values of 𝑋, 𝑌, respectively 𝑃(𝑋, 𝑌) takes values between -1 and 1. 

When 𝑃(𝑋, 𝑌) is 0, it means the two variables are linearly uncorrelated, when 𝑃(𝑋, 𝑌)  is -1 to 

1, it means the two variables are completely correlated. 

 

 

Fig. 1. Loan prepayment prediction model 



3.2 SVM-RFE feature selection algorithm 

Guyon et al. [9] for a comprehensive examination of SVM, based on which the SVM-RFE 

feature selection algorithm for ranking the features is proposed. The core idea of SVM is to 

build a decision surface [10]. The definition is shown as Eq. (2). 

 

𝜔𝑥 + 𝑏 = 0 (2) 

 

to maximize the classification interval. In the nonlinear case, slack variables are introduced and 

the objective function can be expressed as Eq. (3). 

 

{
min 𝐽 =  

1

2
||𝜔||2 + 𝐶 ∑ 𝜉𝑖

𝑚

𝑖=1

𝑠. 𝑡 𝑦𝑖(𝜔𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 , 𝜉𝑖  > 0, 𝑖 = 1, … , 𝑚

 (3) 

 

If the first feature is removed, the effect on the objective function according to the Taylor 

expansion is  shown as Eq. (4). 

 

∆𝐽(𝑖) =  
𝜕𝐽

𝜕𝜔𝑖

(∆𝜔𝑖) +
𝜕2𝑓

𝜕𝜔𝑖
2 (𝜔𝑖)2 (4) 

 

Then for the optimal solution of the objective function, only the second order can be considered 

and the expression is shown as Eq. (5). 

 

∆𝐽(𝑖) = (𝜔𝑖)2 (5) 

 

In SVM-RFE, the importance of a feature is expressed as 𝜔2, and the feature with the lowest 

value is removed from the current feature set Feature_current and put into the feature sorting 

queue Feature_list. The above process is repeated until the current feature set Feature_current 
is empty, and the queue Feature_list stores the feature sorting. The features in the front and the 

first to be removed from Feature_current  are generally noisy and irrelevant features, the 

features after them have a strong differentiation ability, and the features at the end of the queue 

have the strongest differentiation ability for the category. The SVM-RFE algorithm is executed 

as follows. 

 

Algorithm 1 SVM-RFE 

Require: training data X (n samples * m features) 

Ensure: feature rank list Feature_list 
    Feature_list =  ∅ 

    Feature_current =  all m features 



    While | Feature_current | > 0 do 

        construct SVM model based on Feature_current 

        rank the features by 𝜔𝑖
2 in a descending order 

        move the bottom ranked feature in Feature_current into  

Feature_list 

    end while 

    return Feature_list 

 

3.3 Weighted cross-entropy loss 

Cross-entropy [11] is a concept in Shannon's theory that can be used to measure the similarity 

of two probability distributions, cross-entropy as a loss function can be used to measure the 

difference between the true sample and the predicted outcome, the expression of binary cross-

entropy is shown as Eq. (6) 

 

𝐿𝐶𝐸(𝑦, 𝑦̂) = −(𝑦𝑙𝑜𝑔(𝑦̂) + (1 − 𝑦)log (1 − 𝑦̂)) (6) 

 

where 𝑦 is the true sample label and 𝑦̂ is the predicted probability. 

The premise of the cross-entropy loss function is that the distribution between categories is 

balanced, and when faced with unbalanced samples, the imbalance between categories leads to 

a larger proportion of losses occupied by large categories, which causes the model to ignore the 

learning of small category samples, resulting in the cross-entropy loss function is then no longer 

applicable. Based on this, a weighted loss function [12] is proposed to make it more applicable 

to the unbalanced sample set. The mathematical expression of the binary classification weighted 

loss function is shown as Eq. (7) 

 

𝐿𝑊𝐶𝐸(𝑦, 𝑦̂) = −(𝛽 ∗ 𝑦𝑙𝑜𝑔(𝑦̂) + (1 − 𝑦)log (1 − 𝑦̂)) (7) 

 

where 𝛽 is the weighting coefficient of positive samples. The setting of 𝛽 needs to be decided 

based on the percentage of samples, and the cost of the loss function of minority class samples 

is increased by setting the parameter 𝛽. 

3.4 XGBoost algorithm 

XGBoost was explicitly proposed by Chen in 2016 [13] and is one of the boosting algorithms. 

The idea of boosting the algorithm is to integrate several weak classifiers to produce a strong 

classifier. XGBoost is a boosting tree model, so it integrates several tree models to produce a 

very strong classifier. The XGBoost algorithm performs a second-order Taylor expansion of the 

loss function to take advantage of the first-order derivative and the second-order derivative in 

the optimization, based on the idea that for a given data set 𝐷 =
{(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑖 , 𝑦𝑖), … , (𝑥𝑛 , 𝑦𝑛)}, 𝑖 = 1, 2, …, n Train T CART trees 𝐹 =
 𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑡(𝑥), … , 𝑓𝑇(𝑥),where 𝑓𝑡(𝑥) represents the prediction result of sample 𝑥𝑖  after 

the 𝑡 CART tree, and the prediction result of 𝑇 CART trees is denoted as 𝑦̂𝑖 = ∑ 𝑓𝑡(𝑥), 𝑓𝑡 ∈𝑇
𝑡=1

𝐹 .The optimization objective and loss function of XGBoost are expressed as  Eq. (8) 



𝐿(𝑡) =  ∑ 𝐼(𝑦, 𝑦̂) +  Ω(𝑓𝑡(𝑥))

𝑛

𝑖=1

 (8) 

 

where Ω(𝑓𝑡(𝑥) = 𝛾𝑇 +  
1

2
𝜆 ∑ 𝜔𝑗

2𝑇
𝑗=1 , 𝑇 is the 𝑡th tree of the tree, 𝜔𝑗 is the weight of the 𝑗th leaf 

node of the tree, and 𝛾 and 𝜆 are the adjustment coefficients. The first part ∑ 𝐼(𝑦, 𝑦̂)𝑛
𝑖=1  is the 

loss function of the model, and the second part ∑ Ω(𝑓𝑡(𝑥)𝐾
𝑖=1  is the regularization term of leaf 

node weights and tree depth added to control the complexity of the model. The smaller the 

objective function is, the closer the model prediction is to the true value, and it also serves to 

control the model complexity and enhance the model robustness. 

In this paper, ∑ 𝐼(𝑦, 𝑦̂)𝑛
𝑖=1  part is changed to a weighted cross-entropy loss letter to form, 

XGBoost_WCE algorithm, thus solving the problem of unbalanced data sets. The steps of the 

XGBoost algorithm (XGBoost_WCE) based on weighted cross-entropy loss are shown below. 

4 EXPERIMENTS AND ANALYSIS OF RESULT 

4.1 Data sources, data pre-processing and assignment 

In this paper, we select the loan information of the 36-month annual personal loan of Lending 

Club, a US P2P lending platform, in 2015 and the loan status is paid off. After selecting the data, 

exploratory analysis of data characteristics, data cleaning, removal of missing values, abnormal 

values, and removal of irrelevant variables were performed, resulting in 165,636 data as the 

study sample, in which the ratio of normal repayment to early repayment was 1:3.In order to 

keep the original early payoff ratio and non-early payoff ratio unchanged, the established model 

is evaluated. In this paper, the study sample is divided into a training sample set and a test 

sample set by stratified random sampling with a ratio of 3:1, where the training sample set 

consists of 132508 observation samples and the test sample set consists of 33128 observation 

samples. 

In this paper, the status of having repaid the loan in full before the loan maturity date is 

considered as early repayment and assigned a value of 0. The duration of early repayment and  

on-time repayment is defined as the time between loan disbursement and full repayment. on-

time repayment is defined as the time between loan disbursement and full repayment. 

 

Algorithm 2 XGBoost_WCE 

Require: Training sets D，Test set T 

Ensure: Data set prediction categorie 𝑌0 

    Input training set D 

    for i in n do  

        If t == 0 then 

            Initialize sample category labels 𝑌∗ 

Based on the weighted cross-entropy loss function, the input 

samples are really class labeled 𝑌 and sample class marker 

predicted values 𝑌∗ Calculate the first-order gradient 𝐺  and 

second-order gradient 𝐻 of the sample 



            Train the tth regression tree according to 𝐺, 𝐻 

            The 𝑡th regression tree and the previous 𝑡 − 1regression trees 

form a strong learner 𝐹∗(𝑡) 

             Use 𝐹∗(𝑡)  to predict the samples in dataset D and get the 

dataset category predicted value  𝑌∗ and the true value Y 

        end if 

    end for 

    Use the completed training 𝐹∗(𝑡) as the final classifier 𝐹(𝑡) 

Input test set T,use 𝐹(𝑡)to predict and get prediction class label 𝑌0 

 

4.2 Evaluation Indicators 

For the evaluation of the classification performance of the classifier trained by the XGBoost 

algorithm, a number of discriminant criteria are selected for the comprehensive evaluation, 

which is generally based on the values in the confusion matrix [14], this is shown in Table 1. 

TABLE 1 Confusion Matrix 

Type 
Predicted 

Positive Class 

Predicted 

Negative Class 

Actual 

positive class TP FN 

Actual 

negativ class TP FN 

 

Based on the confusion matrix, the true rate (recall), true negative rate, false-positive rate, false-

negative rate, and positive class prediction value (prediction) can be calculated as Eq. (9) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (9) 

 

The accuracy rate indicates the proportion of all correct predictions of the classification model 

to the total number of observations as shown in Eq. (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 rate indicates the proportion of results where the model prediction is a positive case 

and the model prediction is correct as shown in Eq. (11) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (11) 

 

Recall indicates the proportion of all outcomes for which the true value is a positive example 

and the model predicts correctly as shown in Eq. (12) 



𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (12) 

 

The specificity indicates the proportion of all outcomes for which the true value is a 

counterexample and the model predicts correctly. 

For general classification problems, the most commonly used rating metric is accuracy 

(accuracy). However, for unbalanced data sets, it is expected that the higher classification 

accuracy of a few classes is better than the overall good classification performance just because 

the classification accuracy of most classes is high, and the improvement of the classification 

accuracy of a few classes is the focus of research, so we need to distinguish the accuracy of the 

model and construct the discriminant metric accordingly. Common evaluation criteria used for 

classification of imbalanced data are F-value for positive classes, and G-mean which considers 

the classification performance of both classes as shown in Eq. (13) and Eq. (14) 

 

𝐹 − 𝑣𝑎𝑙𝑢𝑒 =
2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

(13) 

 

𝐺 − 𝑚𝑒𝑎𝑛 = √
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
×

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (14) 

 

In order to better reflect the classification effect of the model, ROC curve and AUC value is 

used to evaluate the generalization ability of the model. The closer the ROC curve is to the (0,1) 

point, the greater the diagonal error with 450, and the closer the total area under the curve (AUC 

value) is to 1, the better the actual classification effect of the model. 

In summary, the evaluation metrics selected in this paper are Accuracy, Recall, F-value, G-mean, 

and AUC. 

4.3 Analysis of feature selection results 

The feature selection part first uses the Pearson correlation coefficient method to evaluate the 

correlation degree of the features, as shown in Fig.2 is a partial data iso-correlation heat map. 

The heat map depicts the Pearson coefficient of two features, which indicates the correlation of 

two features. The correlation coefficient between installment and loan_amnt in the figure is 0.95, 

which indicates that the two features have strong correlation, so it is enough to choose one 

feature in installment and loan_amnt. 

After filtering out the features with strong correlation, the SVM-RFE feature selection method 

is used to solve the problem of feature redundancy. Fig.3 shows the change curves of the AUC 

values corresponding to different number of features based on the SVM method. 



Fig. 2. Heat map of partial feature correlation 

 

TABLE 2 FEATURE   SELECTION   COMPARISON   EXPERIMENT 

method accuracy recall 
F-

value 
G-mean 

Number of 

characteristics 

Original data 0.8562 0.6153 0.6873 0.7774 25 

Pearson 0.8692 0.6821 0.7282 0.8080 22 

SVM-RFE 0.8794 0.8794 0.7508 0.7619 18 

Pearson + SVM-RFE 0.8880 0.8005 0.7860 0.8594 15 

 



 

Fig. 3. SVM-RFE feature selection results 

In order to further verify the effectiveness of feature selection in this paper, XGBoost is used as 

the classification model, and the results of the comparison experiments are shown in Table 2. 

The original feature number is 25, the three features with strong correlation are filtered out by 

Pearson correlation coefficient to get the feature number of 22, the SVM-RFE feature selection 

method gets the feature number of 18, and the combination of the Pearson coefficient and SVM-

RFE feature selection method finally gets the feature number of 15. By comparing the 

experimental results, it is found that the classification ability of XGBoost is improved after 

feature selection, in which the feature selection method with the combination of the Person 

coefficient and SVM-RFE outperforms other feature selection methods in every index. 

4.4 Classification model predictive analysis 

Based on feature selection, three integrated learning algorithms, XGBoost, LightGBM and 

CatBoost, are selected in order to verify the effectiveness of the model after the fusion of 

XGBoost and weighted cross-entropy loss function (XGBoost_WCE). In terms of the selection 

of experimental model parameters, the grid search method is used for parameter selection, and 

the relevant important experimental parameter settings are shown in Table 3, while all other 

parameter settings are default.  

Fig.4, Fig.6, Fig.8 and Fig.10 are the results of the confusion matrix visualization of the 

prediction results of this algorithm and XGBoost, LightGBM and CatBoost algorithms 

respectively. Only 631 minority class samples were identified by XGBoost, LightGBM, and 

CatBoost, and 1050, 2682, and 3046 minority classsamples, which can prove that XGBoost 

WCE is better than the other three models in identifying minority class samples. XGBoost WCE 

is effective in identifying minority class samples.Fig.5, Fig.7, Fig.9 and Fig.11 are the ROC 

curves of the algorithm in this paper with XGBoost, LightGBM and CatBoost algorithms plotted 

by AUC values, respectively. The AUC values of XGBoost WCE, XGBoost, LightGBM, and 

CatBoost models have AUC values of 0.9501, 0.9473, 0.9054, and 0.9114, respectively, and it 

can be seen that XGBoost WCE has the highest AUC value. 

The evaluation metric accuracy reflects the overall recognition accuracy of the models XGBoost 

WCE, XGBoost, LightGBM, and CatBoost models of 0.8975, 0.8880, 0.8299, and 0.8304, 



respectively, the results are shown in Table 4, which shows that XGBoost WCE is also better 

than other models in terms of accuracy. The evaluation metric Recall reflects the accuracy of 

the model in identifying a few classes of samples, and XGBoost WCE is 0.0237 higher than the 

XGBoost model. F-value and G- mean, which apply to the evaluation of unbalanced data sets, 

reflect the equilibrium effect of the model, and the F-value and G-mean of XGBoost_WCE, 

XGBoost, LightGBM, and CatBoost models have F-value of 0.8224, 0.7860, 0.6793 and 

0.6625, respectively, and G-mean values of 0.9061, 0.8594, 0.7889 and 0.7707, respectively, 

and the F1 values and G mean of XGBoost_WCE are also significantly superior to the other 

three models. It can prove the classification ability of model XGBoost_ WCE for unbalanced 

data. 

 

 

Fig. 4.  XGBoost_WCE Confusion Matrix 

 

 

Fig. 5. XGBoost_WCE ROC Curve 



 

Fig. 6.  XGBoost Confusion Matrix 

 

 

Fig. 7.  XGBoost ROC Curve 

 

 

Fig. 8.  LightGBM Confusion Matrix 



 

Fig. 9.   LightGBM ROC Curve 

 

 

Fig. 10.  CatBoost Confusion Matrix 

 

 

Fig. 11.  CatBoost ROC Curve 

 



TABLE 3 Model parameter setting 

Model Main parameter settings 

XGBoost n_estimators=200, learning_rate=0.5, 

max_depth=6 

LightGBM learning_rate=0.05, num_leaves=300, 

n_estimators=500 

CatBoost depth=8, itearations=500 

TABLE 4 Model prediction results 

Algorithm accuracy recall F-value G-mean 

XGBoost_WCE 0.8975 0.9237 0.8224 0.9061 

XGBoost 0.8880 0.8005 0.7860 0.8594 

LightGBM 0.8299 0.7015 0.6793 0.7879 

CatBoost 0.8304 0.6478 0.6625 0.7707 

5 CONCLUSION 

For the prediction of loan prepayment behavior, a SVM- RFE-XGBoost based loan prepayment 

prediction model is proposed and validated with the loan dataset of Lending Club. The 

experimental results show that the feature selection method combining Pearson coefficients and 

SVM-RFE can select the features with the strongest classification ability while filtering the 

relevant features. In the classification problem of unbalanced data, introducing a weighted cross-

entropy loss function to improve XGBoost can effectively solve the problem that the model is 

weak in recognizing minority class samples, and then improve the robustness of the model. 

In future research, the early repayment problem is further addressed by dividing the forecast 

period to achieve multi- category forecasting, as well as in the solution of data imbalance 

problem can be transformed from the level of data to make the proposed model more 

commercially valuable. 
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