Robust Recommendation Algorithm Based on User Suspicious Probability and Item Weight
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Abstract: With the extensive development of recommendation technology, the threat of shilling attacks faced by the existing collaborative recommendation algorithms is also increasing sharply. To face more and more complex shilling attacks, this paper constructs a robust recommendation algorithm that can resist shilling attacks from the perspective of recommendation algorithm. Existing robust recommendation algorithms usually improve robustness by sacrificing some recommendation accuracy and reduce the recommendation accuracy. To solve this problem, this paper proposes a robust recommendation algorithm based on user suspicious probability and item weight. Firstly, we establish the relevance vector machine classifier according to user profile features to evaluate user suspicious probability in the database. Secondly, we construct singular value decomposition algorithm based on Hebbian learning and matrix factorization algorithm by integrating user suspicion information. Finally, a dynamic weighting scheme is used in combination with the above algorithm and the collaborative filtering algorithm based on item weight, and the above algorithms are mixed according to a certain weight to obtain a robust collaborative filtering algorithm SRICF. By adjusting the weight ratio, advantages of each algorithm are brought into play, thereby improving recommendation accuracy and robustness compared with other single algorithms.
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1 Introduction

Recommendation system has been widely used in various fields, to solve the problem of "information overload" [5]. However, due to its openness, anyone can influence the recommendation system through user behavior. Malicious attackers inject some false user behavior information into the recommendation system and try to change the recommendation results to seek benefits. This attack is called profile injection attack, or shilling attack [15]. Common attack types include random attack, average attack, bandwagon attack, etc. [6]. According to the purpose of attack, shilling attack can be divided into push attack and nuclear attack, which are used to increase or reduce the recommendations of target items, respectively.
A robust recommendation algorithm should be considered to deal with shilling attacks. However, in the face of more and more complex attacks, the existing methods usually improve the robustness by sacrificing some recommendation accuracy, which leads to relatively lower recommendation accuracy.

In this paper, we propose a robust recommendation algorithm named SRICF. The main contributions are summarized as follows:

1. Establish a correlation vector machine classifier according to user profiles features, and evaluate the user suspicious probability in the database.

2. Based on the user-item rating data, we construct a singular value decomposition algorithm based on Hebbian learning and matrix factorization algorithm.

3. To reduce the impact of shilling attacks, we propose a new method to calculate the similarity between items.

2 Related works

The main purpose of robust collaborative filtering algorithm is to improve the robustness of the algorithm. Robustness means that it can predict well and has recommended stability even in the case of shilling attacks injection. O’Mahoney et al. proposed a new neighborhood selection and similarity weight transformation scheme, which compared the improved KNN with the traditional KNN algorithm and found that the effects of the two were similar in the absence of injection attacks, after adding the attack, the improved KNN is better than the traditional KNN algorithm in terms of accuracy and coverage, which proves that the improved algorithm has certain robustness [10]. Alonso et al. proposed a robust method based on matrix factorization to eliminate shilling attacks [2]. It detects abnormal changes in item predictions by obtaining the reliability value of the user's predictions for the item, avoiding the promotion of shilling predictions to the wrong recommendation, the results show that the method can effectively resist most of the existing attacks. Alostad et al. proposed a shilling attack defense detection algorithm SVM-GMM, which combines improved SVM and Gaussian mixture model (GMM) [1]. The experimental results show that this method has more advantages for the recall rate, accuracy rate and false positive rate among different attacks. Li et al. proposed an algorithm that first uses kernel principal component analysis to reduce the dimension of user rating matrix, and then uses fuzzy c-mean clustering method to distinguish normal users from shilling attack users [14]. Yi et al. proposed a new suspicious user measurement method, which uses the correlation vector machine classifier to identify and measure suspicious users, and uses the information of suspicious users to build a multi-dimensional trust model [13]. The experimental results show that the method has strong robustness. To verify the robustness of the algorithm in this paper, this paper is compared with several algorithms, and the experimental results show that our method can deal with the shilling attacks and has strong robustness.
3 Our approach

To ensure the quality of recommendations, we build a correlation vector machine classifier based on user profile features to evaluate the user suspicious probability. Then combined with the user suspicious information, it is used to construct singular value decomposition algorithm based on Hebbian learning and matrix factorization algorithm. Finally, a robust recommendation algorithm SRICF is designed by combining the singular value decomposition, the matrix factorization and the collaborative filtering.

3.1 The User Suspicious Probability Calculation

In this section, we introduce the formation process of the user suspicious probability. The process consists of two stages: the training process of the SVM-based classifier and the calculation process of the user suspicious probability.

In the training process, the training set includes real users and attack users marked with -1 and 1 respectively. To generate training set to be computed, we use the WDMA [3] feature metrics. During the computation, we use the method in [7] to evaluate the user suspicious probability, as shown in Equation (1), where the values of parameters A and B are obtained using the SVM classifier.

\[
P_i = P(y=1|x) \approx \frac{1}{1+\exp^{-1(Af+B)}}
\]

The training set is represented in the form of feature vectors. We can use the training set consisting of feature vectors to train correlation vector machines and generate SVM-based classifier. During computation, the set of user profiles to be computed is represented as a set of feature vectors. Therefore, we can use an SVM-based classifier to obtain the predicted probability of user classification (which we call it user suspicion degree).

3.2 SVD Algorithm Based on Hebbian Learning

Singular matrix decomposition (SVD) algorithm refers to decomposing a matrix into two orthogonal matrices and a diagonal matrix [12], and its matrix decomposition form is as follows.

\[
D_{m\times n} = U_{m\times k} \Sigma_{k\times k} V_{n\times k}^T
\]

Suppose D is an m×n-dimensional matrix, U and V are orthogonal matrices, and their dimension is m×k, n×k, \(\Sigma\) is a diagonal matrix with dimension k×k. The biggest feature of SVD is that it transforms a high-dimensional data into a form of multiplying low-dimensional data, which realizes the dimensionality reduction of the data. However, if we directly use SVD in the recommendation system and use SVD to predict the rating matrix, the error will be large. Therefore, we have made improvements to the SVD algorithm. We used the Hebbian learning algorithm in SVD, and its main process is as follows.
Then, to predict the rating matrix $\hat{D}$, the error $e(x)$ is shown below.

$$\hat{D} = \hat{U}_i \times \hat{V}_j$$

(3)

$$e(x) = W_u \times (D - \hat{D})$$

(4)

Where $W_u$ is the diagonal matrix calculated by Equation (5)

$$W_u = \text{Clip}(\frac{1-TMF}{P_u})$$

(5)

TMF is target model focus each user to the target item. Since the target item are generally rated high or low by the shilling attack user, the shilling attack user will pay a high degree of attention to the target item. $P_u$ is the suspicious probability of the user. Clip () truncates the value between 0 and 1. $W_u$ is the user's weight.

Since there is still an error in the prediction, we use the Hebbian learning algorithm to update the prediction rating matrix $\hat{U}_i \cdot \hat{V}_j$ as follows.

$$\hat{U}_i = \lambda \cdot \hat{V}_j \cdot e(x)$$

(6)

$$\hat{V}_j = \lambda \cdot \hat{U}_i \cdot e(x)$$

(7)

where $\lambda$ is the learning rate. Although the prediction effect of the above formula is very good, it needs to go through many iterations. The possible reason is that the value of $\lambda$ cannot be set too large, so some improvements are made in this paper.

The update function becomes:

$$\hat{U}_i = \hat{U}_i - \frac{\hat{U}_i \cdot \hat{V}_j \cdot e(x)}{\sqrt{\sum_{i}^n(\hat{U}_i \cdot \hat{V}_j \cdot e(x))}}$$

(8)
\[
\hat{V}_j = \hat{V}_j - \frac{\hat{V}_j - \hat{U}_i e(x)}{\sqrt{\sum_j (\hat{V}_j - \hat{U}_i e(x))}}
\]

3.3 Robust Recommendation Algorithm

Combining the singular matrix algorithm (SVD) based on Hebbian learning, the matrix factorization algorithm and the collaborative filtering algorithm based on item weight, a robust recommendation algorithm based on user suspicious probability and item weight is proposed. The formula of prediction level can be written as:

\[
\hat{r}_{uv} = \alpha b_{uv} + \beta (p_u q_v^T) + \gamma (u_{uv})
\]

where \( b_{uv} \) is the rating of the collaborative filtering algorithm based on item weight, \( p_u q_v^T \) is the rating of the matrix factorization algorithm, \( u_{uv} \) is the rating of the SVD algorithm based on Hebbian learning. The values of \( b_{uv}, p_u q_v^T, u_{uv} \) are respectively related to the number of neighbors \( N \) of the item, the number of iterations \( R \), and the hidden feature \( K \). We use formula (11) (12) (13) to determine \( \alpha, \beta, \gamma \).

\[
\alpha = \frac{N}{N + R + K}
\]

\[
\beta = \frac{R}{N + R + K}
\]

\[
\gamma = \frac{K}{N + R + K}
\]

In formula (14), \( \bar{R}_v \) is the average value of item \( V \), \( \bar{R}_j \) is the average rating of item \( j \), and \( \text{sim}(v, j) \) is the Pearson similarity as the weight factor of the item. At the same time, this paper proposes the calculation formula based on the weight similarity of popular items. There are \( k \) nearest neighbor items, and the first \( k \) items with high similarity are used as the nearest neighbor set of the item, and the accuracy of the recommendation result can be improved by adjusting the value of \( k \).

\[
b_{uv} = \bar{R}_v + \frac{\sum_{j \in \text{neighbor}(v)} (R_{uj} - \bar{R}_j) \text{sim}(v, j)}{\sum_{j \in \text{neighbor}(v)} |\text{sim}(v, j)|}
\]
In order to achieve their own goals, the attacking users generally choose some popular items as their own filling items, forging user profiles (attack profiles) [11], making themselves look more like “normal users”. In order to reduce the influence of shilling attacks and solve the interference of popular items on item similarity, this paper proposes a new method to calculate the similarity between items.

\[
sim(i, j) = \frac{1}{\sqrt{|knn_i| + |knn_j|}} \sum_{t \in knn_i \cap knn_j} \log(1 + |knn_t|)
\]

(15)

where \( \sim(i, j) \) is the similarity between item \( i \) and item \( j \), \( |knn_i|, |knn_j| \) is the set of neighbors of items \( i \) and \( j \), and \( \frac{1}{\log(1 + |knn_t|)} \) is the weight of popular items.

In formula (16), the weight calculated by formula (5) is substituted into the matrix factorization model and the regular term is added. The model changes as shown in formula (16), where \( W_u \) is the diagonal matrix calculated by Eq. (5), \( \lambda_p, \lambda_q \) are the regularization parameters of \( P \) and \( Q \). Then use the stochastic gradient descent algorithm to obtain the update function in Equations. (17) and (18).

\[
\min ||W \times (R - PQ^T)||^2 + \lambda_p ||P||^2 + \lambda_q ||Q||^2
\]

(16)

\[
P_{uk} = P_{uk} + \alpha (2W_u^2 e_{uj} q_{kv} - 2\lambda_q p_{uk})
\]

(17)

\[
q_{kv} = q_{kv} + \alpha (2W_u^2 e_{uj} p_{uk} - 2\lambda_q q_{kv})
\]

(18)

4 Experiment

4.1 Experiment Setup

The experimental data set is MovieLens100K, and the data set contains 100,000 ratings of 1,682 items by 943 users, with ratings ranging from 1 to 5 integers. In this experiment, we divided the data set into training set and test set according to the ratio of 9:1. In order to prevent data over-fitting, the division of each data set is random. Although the results have certain changes, they are not too big.
In order to verify the robustness of the SRICF algorithm in this paper, we assume that the original user is a real user. Under the condition of different attack scale and filling size, we inject average attack into the data set, and choose push attack by default. The robustness of the algorithm is measured using two metrics: Absolute Mean Error (MAE) and Prediction Bias (PS).

4.2 Evaluation Metrics

To verify the robustness of the algorithm, the two metrics used: Absolute Mean Error (MAE) and Prediction Bias (PS) are shown below.

\[
PS = \frac{1}{N} \sum_{i=1}^{U} \sum_{j=1}^{I} |r_{ij} - p_{ij}|
\]

(19)

\[
MAE = \frac{1}{N} \sum_{i=1}^{U} \sum_{j=1}^{I} |p'_{ij} - p_{ij}|
\]

(20)

Where, \( r_{ij} \) is the rating of users in the test set, \( p_{ij} \) is the rating predicted according to the training set, \( p'_{ij} \) is the predicted rating before being attacked, and \( N \) is the total number of ratings involved in the calculation.

4.3 Experiment Result and Analysis

**Influence of Experiment Parameters:** The number of nearest neighbors \( N \), the number of iterations \( R \) and the number of hidden features \( K \) are the key factors affecting the SRICF algorithm. This chapter shows the effects of the number of nearest neighbors \( N \), the number of hidden features \( K \) and the number of iterations \( R \) on the prediction accuracy of the algorithm.

In Figure 1, for three attacks (random attack, average attack and bandwagon attack), we tested the influence of experimental parameters (number of nearest neighbors \( N \), the number of iterations \( R \) and the number of hidden features \( K \)) on the prediction accuracy of the algorithm.

As can be seen from Figure 1, the number of nearest neighbors \( N \) of the item should not be too large or too small. If it is too small, it cannot include enough nearest neighbors, which will inevitably reduce the prediction accuracy. Excessive assembly will increase the burden of calculation, which is not conducive to the further improvement of accuracy, and even damage the accuracy. When the number of nearest neighbors of the item \( N > 40 \), the value of MAE has not been significantly improved, and it is not necessary to further increase the value of \( N \). It can be seen from Figure 1 that the hidden feature number \( K \) has a great impact on the accuracy of the algorithm. In the face of average attacks, the performance effect of the algorithm is the best, followed by bandwagon attacks and random attacks. In the face of average attacks and bandwagon attacks, the value of MAE tends to be stable when the number of hidden features \( k > 25 \). As can be seen from Figure 1, the value of MAE decreases monotonically with the number of iterations \( R \), but in the face of average attack, the number of iterations \( R > 600 \) has a slight upward trend.
Experiment Result: First, this paper comprehensively evaluates the robustness of the SRICF algorithm on the MovieLens100K data set. The experiment adopts 3 × 4 × 4 design mode, attack model (random attack, average attack, bandwagon attack), attack size (1%, 3%, 5%, 10%) and filling size (3%, 5%, 7%, 9%) correspond to a set of experimental configurations. The final data are taken from the mean of ten independent experiments, and Tables 1-3 are the experimental results.

It can be seen from the table that with the increase of attack intensity, the difference between MAE values in any table is no more than 0.03, which indicates that although the value of MAE has increased, the increase is not obvious, and the value of MAE has a downward trend in the case of average attack and bandwagon attack. In terms of the robustness of the algorithm, the PS value of the algorithm increases with the increase of the attack intensity, and this trend is particularly significant during bandwagon attacks. However, in actual situations, the attack intensity generally does not exceed 10%, otherwise it will lead to excessive attack costs, and its own attack behavior may also be exposed. As can be seen from the table, as the attack intensity increases, the SRICF algorithm can limit the PS value to a lower level, thereby weakening the degree of tampering of the attack target item sat by attackers. In addition, under the same parameter settings, the PS values of bandwagon attack is basically above random attack and average attack, indicating that bandwagon attack has the best attack effect, but is also accompanied by the highest attack cost.

Table 1: The influence of average attack on the robustness of the algorithm.

<table>
<thead>
<tr>
<th>$p^{att}$</th>
<th>3%</th>
<th>5%</th>
<th>7%</th>
<th>9%</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>PS</td>
<td>MAE</td>
<td>PS</td>
<td>MAE</td>
</tr>
<tr>
<td>1%</td>
<td>0.6807</td>
<td>0.2565</td>
<td>0.7002</td>
<td>0.2621</td>
</tr>
<tr>
<td>3%</td>
<td>0.7114</td>
<td>0.2600</td>
<td>0.7062</td>
<td>0.2605</td>
</tr>
<tr>
<td>5%</td>
<td>0.7030</td>
<td>0.2670</td>
<td>0.6924</td>
<td>0.2656</td>
</tr>
<tr>
<td>10%</td>
<td>0.6790</td>
<td>0.2649</td>
<td>0.6713</td>
<td>0.2800</td>
</tr>
</tbody>
</table>

Table 2: The influence of random attack on the robustness of the algorithm.

<table>
<thead>
<tr>
<th>$p^{att}$</th>
<th>3%</th>
<th>5%</th>
<th>7%</th>
<th>9%</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>PS</td>
<td>MAE</td>
<td>PS</td>
<td>MAE</td>
</tr>
<tr>
<td>1%</td>
<td>0.7204</td>
<td>0.2744</td>
<td>0.7098</td>
<td>0.2691</td>
</tr>
<tr>
<td>3%</td>
<td>0.7202</td>
<td>0.2756</td>
<td>0.7181</td>
<td>0.2763</td>
</tr>
<tr>
<td>5%</td>
<td>0.7167</td>
<td>0.2783</td>
<td>0.7343</td>
<td>0.2931</td>
</tr>
<tr>
<td>10%</td>
<td>0.7291</td>
<td>0.2974</td>
<td>0.7524</td>
<td>0.3089</td>
</tr>
</tbody>
</table>
Table 3: The influence of bandwagon attack on the robustness of the algorithm.

<table>
<thead>
<tr>
<th>$p_{\text{fill}}$</th>
<th>3%</th>
<th>5%</th>
<th>7%</th>
<th>9%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>PS</td>
<td>MAE</td>
<td>PS</td>
</tr>
<tr>
<td>1%</td>
<td>0.7000</td>
<td>0.2690</td>
<td>0.7325</td>
<td>0.7052</td>
</tr>
<tr>
<td>3%</td>
<td>0.7244</td>
<td>0.2717</td>
<td>0.7058</td>
<td>0.2823</td>
</tr>
<tr>
<td>5%</td>
<td>0.7045</td>
<td>0.2756</td>
<td>0.7117</td>
<td>0.2869</td>
</tr>
<tr>
<td>10%</td>
<td>0.6878</td>
<td>0.3013</td>
<td>0.7042</td>
<td>0.3081</td>
</tr>
</tbody>
</table>

Next, we analyze the comparison of algorithm robustness in two cases: fixed $p_{\text{fill}} = 3\%$, considered $p_{\text{att}}$ as a variable; fixed $p_{\text{att}} = 3\%$, considered $p_{\text{fill}}$ as a variable. R-MF [9], R-SIM [4], SIM [4], and R-TMF [8] were selected as baseline methods from existing methods. Among them, R-SIM is an algorithm that converts RDMA features into user trust with a Gaussian function, and R-TMF is an algorithm that converts TMF features into user weights by using a weight formula, and then substitutes them into the recommendation model for recommendation. Figure 2 shows the experimental results.

From Figure 2, we can see that in terms of accuracy, our algorithm SRICF is the best, R-SIM is the worst, and R-TMF and R-MF are in between. This shows that our algorithm can meet the requirement of recommendation accuracy. In terms of robustness, our algorithm significantly outperforms other algorithms, indicating that our defense against shilling attack has a better effect. It can be seen from Figure 2 that during the attack size from 5% to 10%, our algorithm that prediction bias changes very little, which indicates that our algorithm has good stability, even under large-scale attacks, and it also maintains the ability to defend against shilling attack.
5 Conclusions

The robust recommendation algorithm (SRICF) based on user suspicious probability and item weight proposed in this paper combines the characteristics of matrix factorization algorithm (SVD, RMF) and item weight collaborative filtering algorithm. The feature combination constructs a weighting formula for fusion, and dynamically changes the weights of different algorithms by adjusting different parameters, so as to highlight the characteristics of each algorithm, so that the SRICF algorithm can meet different needs. Experimental results show that our algorithm improves the robustness of the algorithm without sacrificing recommendation accuracy. Future work will consider combining with other recommendation algorithms to improve the robustness while improving the recommendation accuracy.
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