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Abstract: In this study, the target data set is firstly obtained by data processing, and then 

the Grey Verhulst model and ARIMA model are respectively used for modeling and 

prediction research on the target data set, so as to calculate the predicted value. Then 

MAPE (average absolute percentage error) is calculated according to the predicted value. 

The typical characteristics and adaptability of Grey Verhulst model and ARIMA model 

are compared and analyzed. This study shows that the ARIMA model is more accurate 

than the Grey Verhulst model in the short term, and its prediction accuracy decreases 

sharply with the extension of time, which is suitable for the short term prediction. The 

accuracy of Grey Verhulst model is relatively stable, and the accuracy is improved with 

the extension of time, which is suitable for medium and long term prediction. 

Keywords: Model prediction research, Grey Verhulst model, ARIMA model, Data 

analysis 

1 Introduction 

With the vigorous development of China's economy, the consumption mode of the consumer 

market has gradually changed from "material-oriented" to "customer-oriented" [5]. In the 

current new retail industry, people's demand is no longer the pursuit of practicality, but the 

consideration of individuation, fashion and beauty, and customers no longer regard cost 

performance as the only criterion for buying goods [6]. Driven by this special demand, the 

development of multiple varieties and small quantities has gradually become a new production 

mode for new retail enterprises [3]. This makes the jewelry and toys in the retail stores in the 
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mall more dazzling, and also increases the great difficulty in the inventory management of the 

retail industry. Some studies have pointed out that one of the significance of accurate prediction 

of future demand is to effectively guide enterprise operation and supply and marketing plan [7]. 

Based on this research idea, this paper adopts grey Verhulst model and ARIMA model to predict 

the precise demand of new retail target products, and studies the prediction characteristics and 

applicability of the two models through comparative analysis. In addition, daily data simulation 

and prediction given in the official event annex are used to verify the feasibility of the model 

and the typicality and applicability of accurate demand prediction. On the one hand, it can solve 

the inventory management problem of the company's retail industry, and on the other hand, it 

can also adapt to the transformation of the company's production model. The research results 

not only solve the problem of "accurate demand prediction" for new retail enterprises, but also 

adapt to the development of the consumer market and the consumption pattern in the market. 

The organizational structure of this paper is as follows: The second part is the empirical analysis 

of the model adopted in this paper and the introduction and discussion of the research results; 

The third part is the summary of the full text; The fourth part is an appendix. 

2 Empirical analysis 

2.1 Data Sources 

In this paper, N products produced by a retail enterprise in East China are selected as the basic 

prediction data provided in annex D of the 10th MathorCup Mathematical Modeling Challenge 

for Universities in 2020. 

Firstly, the target data set is obtained through data processing, and the Grey Verhulst model and 

ARIMA model are used to model and forecast the target data set respectively, so as to calculate 

the predicted value. Then MAPE (average absolute percentage error) is calculated according to 

the predicted value, and then the Grey Verhulst model and ARIMA model are compared and 

analyzed. The prediction characteristics and applicability of the model are summarized. 

2.2 Prediction Of Grey Verhulst Model 

The monthly sales volume of target subcategory has a certain random fluctuation, showing a 

non-stationary random process with a certain trend of change, and generally has saturation state. 

The Grey Verhulst model was established to forecast the sales volume in October, November 

and December 2019. 

The original data of target subclass 27050401 are shown in Table 1. 

Table 1: Raw data for target subclass 27050401. 

Month 2018/1 2018/2 2018/3 2018/4 

Sales 14629 18440 14223 13742 

Month 2018/5 2018/6 2018/7 2018/8 

Sales 22020 14989 16313 16711 

Month 2018/9 2018/10 2018/11 2018/12 

Sales 15684 18390 18285 24136 

Month 2019/1 2019/2 2019/3 2019/4 



 

 

Sales 23254 19164 17378 12646 

Month 2019/5 2019/6 2019/7 2019/8 

Sales 15800 17201 15136 16976 

Month 2019/9 2019/10 2019/11 2019/12 

Sales 17899 19445 16360 17573 

 

The monthly sales volume of target sub-category 27050401 in 2018-2019 is shown in Figure 1. 

 

Figure 1: Monthly sales line chart of target sub-category 27050401 in 2018-2019. 

(1) Set 
(1)x as the monthly original data series of target subcategory 27050401 in 2018-2019, 

i.e: 
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(2) Let it be a cumulative generation (1-IGO), given by 
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(3) For the adjacent mean generation, let 
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(4) The parameter list 
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(5) Verhulst model for 
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(7) Model accuracy check 

①Residual qualifying model 

Let the original sequence be 
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The corresponding Grey Verhulst model prediction (simulation) sequence is 
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The residual error sequence is listed 
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The relative error sequence is 
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is called k point simulation relative error; 
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is called the relative error;1−  is called average relative accuracy;1 k−  is called k point 

simulation accuracy [4]. 

For a given , when    and k    are true, the model is called residual qualified 

model. 

②Correlation degree qualified model 

Let
(0)x be the original sequence,

(0)x̂ the corresponding grey model prediction (simulation) 

sequence,
(0) the residual sequence, and g the absolute correlation between

(0)x and
(0)x̂ . For 

given 0 0g  , there is 0g g , then the model is called relational qualified model. 

③Mean square deviation ratio qualified model 

Let
(0)x be the original sequence,

(0)x̂ the corresponding grey model prediction (simulation) 

sequence,
(0) the residual sequence, then, the mean and variance of

(0)x are respectively 
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The mean and variance of
(0) are respectively 
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The mean square error ratio is 
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④Small error probability qualified model 

The probability of small error is zero 
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For given 0 0p  , at 0p p , the model is called 0 0p  small error probability qualified 

model. 

It can be seen from the above that given a set of values, a level of accuracy of the test model can 

be determined. The commonly used accuracy grades are shown in Table 2, which can be used 

as reference for testing models. In general, the most commonly used is the relative error test 

index. 

Table 2: Grey Verhulst model accuracy test grade. 

Level 

Indicators 

Relative 

correlation 

degree 

Absolute 

correlation 

Mean 

square 

error ratio 

Probability of 

small error 

Ⅰ 0.01 0.90 0.35 0.95 

Ⅱ 0.05 0.80 0.50 0.80 

Ⅲ 0.10 0.70 0.65 0.70 

Ⅳ 0.20 0.60 0.80 0.60 

Mean relative error 11.25% = , then the model accuracy is level Ⅳ; the absolute correlation 

was 0.8657, the model precision is levelerⅡ. The sales volume of target subcategory 27050401 

from October to December was predicted, and the errors were as follows: 0.80%, 9.57%, 1.49%. 

In conclusion, the Grey Verhulst model has high accuracy. Ten target subclasses were predicted 

and summed up, and MAPE values were calculated as shown in Table 3. 

Table 3: The target subclass predicted values of MAPE in October, November and December 2019 

Month 
Original 

value 

Predictive 

value 
MAPE 

October 51778 49786.8 0.2209 

November 42637 50606.4 0.2523 

December 46289 51006.1 0.1822 

2.3 Prediction of ARIMA Model 

The ARIMA model is applied to the sales time series data of a target subclass with mixed trend. 

According to the changing trend of product sales reflected in the time series, the data is 

processed smoothly, and the sales in a future period of time is analyzed and predicted with the 

help of ARIMA model. 



 

 

Select the continuous sales data of target subcategory 27050401 from 2018 to 1019 in monthly 

statistical unit. The data is an isometric sequence sorted from 2018/1 to 2019/9, and there is no 

correlation between sales volume. In order to observe the sales data of target subclass 27050401 

more intuitively, time series diagrams were made respectively with time and sales volume as 

horizontal and vertical coordinates, as shown in the figure below. According to the chart, there 

were significant fluctuations between May and June 2018 and December 2018 to March 2019, 

mainly reflected in partial seasonal trends. 

(1) Data checking and preprocessing 

In solving the sales forecasting problem, because the time series analysis model has many 

restrictions on the actual random series, and attaches importance to the requirements of 

stationarity, so before analyzing the model, the stationarity of time series should be determined 

first, and the difference processing method should be used to make the non-stationary time series 

stable. From the time series diagram, we can intuitively judge that the sales data of this small 

class has a non-stationary sequence. 

(2) The differential 

First-order differential calculation of sales data is shown in Figure 2. 

 

Figure 2: First order difference diagram of sales data. 

The sequence of sales data of the target subclass 27050401 after difference fluctuates around 

the value 0, which is in line with the characteristics of stationary series. Intuitively, the sequence 

after difference processing can be preliminarily judged as stationary series. 

(3) ARIMA model recognition and grading 

The stationary time series data processed by difference has met the data stationarity 

requirements of ARIMA prediction model. According to the correlation characteristics of 

ARIMA model, the values of P and Q are preliminarily identified by reading the autocorrelation 

graph (ACF) and partial autocorrelation graph (PACF) of the stationary time series processed 

by difference, as shown in Figure. 3 and Figure. 4. 



 

 

 

Figure 3: Autocorrelation graphs of stationary time series. 

 

Figure 4: Partial autocorrelation of stationary time series. 

The fourth order in the ACF diagram is truncated, and the first order in PACF is truncated. It 

can be preliminarily judged that the sequence after difference is suitable for ARIMA (4,1,1) 

model. 

(4) ARIMA model 

 

1 10.194 0.98t t t tX X  − − =  + −                   
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(5) ARIMA model adaptability test 

In order to obtain the adaptability of the model, white noise test was performed on the residual 

sequence of the model through the values of autocorrelation function (ACF) and partial 

correlation function (PACF), as shown in Figure 5. The test results show that the residue does 

not have obvious autocorrelation independently. Therefore, residual error can be regarded as 

white noise. And it is suitable for the ARIMA model of sales data. 



 

 

 

Figure 5: ARIMA model adaptability test diagram. 

(6) ARIMA model prediction 

Since the ARIMA model built for this sales data is adaptable, the ARIMA model can be used to 

forecast the sales data for the next three months based on the historical data for the first 21 

months of 2018-2019. [1] The ARIMA model fitting and prediction lines are shown in Figure 

6, and the data are obtained in Table 4. 

 

Figure 6: Image of projections based on data for the first 21 months of 2018-2019 for target subcategory 

27050401. 

Table 4: The target subclass predicted values of MAPE in October, November and December 2019 

Month 
Original 

value 

Predictive 

value 
MAPE 

October 19445 16473 0.01266 

November 16360 16883 0.01046 

December 17573 15876 0.00709 

Output graphs of the top ten target subcategories by sales volume to visually see if the 

seasonality and correlation of the data is significant. As can be seen from Figure 7, only the top 

three target subcategories of sales have obvious seasonality, while the remaining target 



 

 

subcategories of sales are relatively stable, which means that the prediction results of these data 

may be more accurate. 

 

Figure 7: Sales chart of top ten target categories. 

The same method is applied to the remaining 9 target subcategories according to the processing 

method of sales data of target subcategory 2705401, and the prediction is made for the last three 

months of 2019, and the MAPE value is calculated. [2] Finally, the original value, predicted 

value and MAPE value of the ten target subclasses were summed up monthly, as shown in Table 

5. 

Table 5: The sum of the top ten target categories in October, November and December 2019 predicted 

value MAPE. 

Month 
Original 

value 

Predictive 

value 
MAPE 

October 51778 46459 0.1889 

November 42637 41668 0.4385 

December 46289 36016 0.6234 

2.4 Comparative Analysis of The Two Models 

MAPE predicted by the two models in Table 6, the accuracy of ARIMA model is higher than 

that of gray model in the short term, and its prediction accuracy will decrease sharply with the 

extension of time. The accuracy of Grey model is relatively stable, and the accuracy is improved 

with the extension of time. Therefore, ARIMA model is suitable for short-term forecasting and 

gray model is suitable for medium and long term forecasting. In this case, sales data are more 

saturated than seasonal. 

Table 6: Comparative analysis table of the two models. 

Month 
MAPE of Grey 

Verhulst model 

MAPE of 

ARIMA model 

October 0.2209 0.1889 

November 0.2523 0.4385 

December 0.1822 0.6234 

 



 

 

3 Conclusions 

This paper aims to solve the problem of accurate demand prediction for new retail target 

products. In this paper, grey Verhulst model and ARIMA model are used to model and forecast 

the target data set respectively, so as to calculate the predicted value. Then MAPE (average 

absolute percentage error) is calculated according to the predicted value, and then the grey 

Verhulst model and ARIMA model are compared and analyzed. It is found that ARIMA model 

has higher accuracy than grey Verhulst model in the short term, and its prediction accuracy will 

decrease sharply with the extension of time, which is suitable for short-term prediction. The 

accuracy of grey Verhulst model is relatively stable, in the empirical analysis, the average 

relative error is 11.25%, the model accuracy of level 4, the absolute correlation of 0.8657, the 

model accuracy of level 2, and with the extension of time, the accuracy is improved, suitable 

for medium and long term prediction. In this study, sales data are more saturated than seasonal. 
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