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Abstract. Credit screening is divided into two categories of credit applicants based on their
potential repayment capacity. A suitable applicants will be accepted high probability of
default on installment obligations. Predicting creditworthiness is one of the considerations
in granting credit to customers. Therefore the prediction accuracy results are needed. The
neural network algorithm integrated use bagging and feature selection Support Vector
Machine Recursive Feature Elimination (SVM-RFE). This study showed that this method
improved the accuracy of predictive model performances. The lowest accuracy value was
86.52%. While 87.15% using the neural network model, joint bagging and optimizing the
SVM-RFE selection. The experiment results revealed that the neural network model with
bagging and optimizing the SVM-RFE selection could improve the performance of at
customer credit prediction model.
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1 Introduction

A loan, or commonly known as credit, is the ability for an individual or business to borrow
money to purchase a product and repay the customer within a certain period of time. Cooperative
loans cannot be arbitrarily loaned and must go through various checks [1]. By implementing a
credit score, loan applicants can be divided into two categories based on their potential ability
to pay. Eligible loan applicants who tend to pay installment debts after the loan is obtained; Bad
loan applicants who are likely not to repay the loan.[2]. In addition, loans are also related to life
insurance. A customer is required to take out a life insurance policy in order to exchange an
amount to cover the risks that affect someone's life. Insurance companies will cover the accident
risk and pay out the insured when they pass away. Insurance is a mutual transfer of risk from
the insured as, the owner of the risk to the insurer as the transfer of risk beneficiary. An insured
person is a person who needs certainty about the risks to which he or she is exposed, such as
financial loss due to illness, death or retirement, and other related financial risks to an
individual's life, and the insurer undertakes to transfer risk from and promise financial
compensation to the insured. It is a business insurance company that accepts. There is room for
complaints. As a result of the transfer of risk, the insured pays the insurance company an amount
called the premium [22]. To predict the risk of lending, a system is required and one of the
following systems will be investigated.

Data mining is the process of finding patterns and information in selected data using
specific techniques and methods. One of the data mining techniques is classification using
neural network algorithms [2]. Neural network algorithms are commonly used for decision
making and have proven to be highly accurate [3]. Backpropagation is a supervised learning
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technique of a neural network wich is also popular for its learning ability [4]. The
backpropagation algorithm is a simple and direct iterative algorithm that works well even with
complex data. Backpropagation algorithms can analyze past year data and recognize the data
patterns. Therefore, the backpropagation pattern can be used to examine and predict what will
happen in the future. In contrast to other learning algorithms, the backpropagation algorithm has
good computational properties, especially for a huge amount of data. The weights are iteratively
ordered in the backpropagation training process to diminish the introduced error [5].

However, some researchers often find data with imbalanced class conditions. Those
conditions can influence the performance of neural networks, which causes, overfitting in the
algorithm and reduce accuracy [6]. An imbalanced data class occurs when the data class
distribution is unbalanced in which one data class (instance) one or more classes compared to
other data classes. The smallest data class is called the minority group, and the is called the
majority group [15].

Data with unbalanced classes usually have classification problems in Machine Learning
because the amount of data per class is not evenly distributed. Thoise conditions are usually
found in credit, medicalhealth, and other data [7]. There are many approaches that have been
The researchers employed many approaches to cope with the unbalanced class problemss. An
effective way to deal with that problem is the Ensemble method. Two common techniques
proved to increase the accuracy of predictive models or learning algorithms are Boosting and
Bagging. A study by Yoon et al. [8] showed that the Bagging technique improved task
performances and achieved higher classification accuracy than other techniques. The Pima
Indian Diabetes dataset results [4] showed that the average neural network classification
achieved 0.761% accuracy, while the neural network -integrated with Bbagging achieved an
0.768% accuracy. In the Wisconsin Breast Cancer dataset, the average neural network achieved
0.959% accuracy, and the neural network -integrated with Bagging achieved 0.965% accuracy.

Meanwhile, in the Indian Liver Patient dataset, the average neural network attained 0.707%
accuracy, and the neural network -integrated with Bagging attained 0.713% accuracy. The
experimental results show that Bagging technique performs better for class imbalance problems
than the Boosting technique. Furthermore, Bagging performs well with the neural network
classifier [6]. There are various problems in classification apart from unbalanced data classes,
such as missing values, redundant data, correlations, and irrelevant features. It often leads to
large misclassification [6]. Feature selection is a popular approach to solvinging classification
in irrelevant data [8]. Feature selection is a selecting subset of originalrelevant features to
optimize accuracy results. Feature selection is applied to complete data and , improve the
classification of incomplete data (missing values). Feature selection increased the classification
accuracy and produced a less complex model [9]. In addition, feature selection is performed
before the classification process [6].

The process of feature selection is divided into two categories are:

independent and dependent classifiers. Independent classifiers are known as filter methods
which. do not depend on any classification method. Filter methods only consider unique features
of the data to determine which features to select, and do not use classification methods to assess
feature relevance. Meanwhile, dependent classifiers are categorized into two methods: that are
Wrapper and Embedded methods. The wrapper selects a subset of the feature by inputting all
the dataset features. With the overall work of the classifier, theA wrapper method can discover
possible interactions by measuring the accuracy of the classifier's predictions in two variables
[10]. Feature selection has an algorithm method, the Support Vector Machine Recursive Feature
Elimination (SVM-RFE). This method is a combination of SVM and RFE. Recursive Feature
Elimination (RFE) is a technique that recursively selects data set features based on minimum



feature values. Thus, by implementing RFE, the SVM-RFE eliminates irrelevant features, and
features with the lowest weight will be removed. Therefore, weighting features from the highest
to the lowest weight value are required [11]. The SVM-RFE has been shown to outperform the
SVM methods without feature selection. SVM-RFE and 1-Dimensional Naive Bayes Classifier
(1-DBC) algorithms have previously been used to classify prostate and breast cancer data to
produce high-level classification scores. Those algorithm methods are also applied in this study.
This method gives 95.61% precision, 100% precision, and 93.61% recall. In additional
evaluation, the SVM-RFE has a faster run time than the 1-DBC [9]. A study from Luo et al. [12]
showed that SVM-RFE outperforms existing SVM-based feature selection algorithms in terms
of the positive sampling rate (rrp) and G mean (G). The

SVM-RFE can be further improved by adding optimization techniques such as Optimize
Selection [13] to refine and improve the accuracy of the solution obtained by SVM RFE. A
streamlined selection optimization technique has been shown to improve algorithm performance
[14].

This study obtained data from customer credit data in the Rukun Abadi Savings and Loans
Cooperative. The number of datasets used was 1276 data. The data consists of 164 smoothed
bad credit data and 1,112 smoothed current credit data, which causes unbalanced class problems.
The attributes or characteristics includes marital status, number of dependents, age, recent
educational history, occupation, monthly income, house ownership, collateral, loan size, loan
term, and facilitation. Based on a large amount of feature or attribute data, features the relevant
features for classification weare analyzed using SVM-RFE feature selection . This with the
Optimize Sselection and unbalanced class problems by applying ensemble bagging techniques.
In addition, a neural network algorithm was used to classify the algorithm..

Based on the background explanation, there is a problem in predicting customer
creditworthiness. Those problems are irrelevant traits and imbalanced classes, which can lead
to bad performance results of a customer credit prediction. Therefore, there should be a way to
overcome those problems and improve the accuracy of customer creditworthiness predictions,
which credit analysts can use as a guide in assessing customer creditworthiness.

2 Research Methods

Research is an investigation activity carried out systematically in a field. The research
aims to find or revise facts, theories, applications, and many more, as new knowledge is to be
published. This study starts with a problem analysis, literature review and data collection. This
study used secondary data, namely data that is not obtained directly but is collected by other
parties. The data was collected from customer credit datasets inat the Rukun Abadi Savings and
Loans Cooperative. This study applied customer credit attributes such as marital status, the
number of dependents, age, educational history, work, income per month, house ownership,
guarantee, loan amount, loan duration, and loan rate smoothing.

This study SVM-RFE feature selection to select the relevant attributes. After selecting
the attributes, the dataset was divided into ten parts using 10fold cross-validation, where all
parts of the dataset become training and test data. The next class balance process will be carried
out with the bagging method, with artificial neural networks as the classification process. The
results’s performance will be measured by Precision and Area Under Curve (AUC).



3 Results and Discussion

Neural Network (NN) and NN with Bagging, NN and NN with SVM-RFE and Bagging.
The model wasis tested using a customer credit dataset fromat Rukun Abadi Savings and Loan
Cooperative. In this section, the researchers measured the model tested using a neural network
with the proposed method, namely neural network, neural network and SVM RFE, Neural
Network and Bagging (BG), and Neural Network with SVM- RFE and Bagging (SFB).
Measurements are recorded based on the confusion matrix, accuracy, and AUC results.

Table 1. Model Measurement Results

accuracy AUC

NN 86.52 0.638
‘ NN-+Bagging ‘ 86.6 0.644
NN+SVM RFE+Bagging 87.15 0.602

Different tests were carried out using statistical methods to test hypotheses on the Neural
Network (NN) model with Neural Network and Support Vector Machine Recursive Feature
Elimination and Bagging (NN+ SVM RFE+ BG)

Ho : There is no difference in the average accuracy of NN and NN+BG+SVM RFE.
H; : There is a difference between the average accuracy of NN and NN+BG+SVM RFE.

In table 8 it can be seen the difference in accuracy values between the NN model and the
NN+BG+SVM RFE model.

Table 2 Comparison of NN and NN+BG+SVM RFE Accuracy

NN NN+BG+SVM RFE
Accuracy 86.52 87.15
AUC 0.638 0.602

After comparing the results of the accuracy values of NN and NN+BG+SVM RFE, an analysis
was then performed using the Paired Two Sample for Means t-Test with the results shown in
Table 3.

Table 3. Statistical Difference Test Results for NN and NN+BG+SVM RFE Accuracy

NN NN+BG+SVM RFE
Means 43,579 43,876
Variances 3687.858962 3745.278152
Observations 2 2
Pearson Correlation 1
Hypothesized Mean Difference 0
Df 1
t Stats -0.891891892
P(T<=t) one-tailed 0.268169377
t Critical one-tail 6.313751515
P(T<=t) two-tailed 0.536338755
t Critical two-tail 12.70620474

Table 3 showed that the NN and NN+BG+SVM RFE models have a higher average value
than the NN model, which was 43,876. For the statistical difference test, the alpha value was set



to 0.05, if the p-value is less than the alpha value (p<0>0.05), HO is accepted, and H1 is rejected,
so there is no significant difference between the models. The result showed that there was no
significant difference between the compared models, but the NN+BG+SVM RFE model was
able to improve accuracy by 0.63%.

4 Conclusions

Based on the results of research experiments, the feature used is the owner with a weight
of 1, and 10 iterative bagging methods can improve the performance accuracy of the predictive
model by 0.63%. This study’s lowestt accuracy value using the neural network model was
86.52%. Optimize selection achieved the highest accuracy value of 87.15% using a neural
network model with bagging and SVM RFE. This research contributes is to overcoming the
noise in the data and addressing the problem of class imbalance. Improvements for the further
studies include how to use bagging integration and SVM RFE in neural networks. This improves
the performance accuracy of the predictive model. change. The metrics used in this study were
limited to Precision and AUC. The additional assessment measures may be added in future
studies. This study used limited comparisons of method performance by t-tests only. The further
researchers are expected to add other methods of performance comparison and more definitve
methods.
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