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Abstract. With the continuous development of new media information on the 

Internet, it has become a vital task to monitor the information spread in new 

media by using emerging artificial intelligence technologies, such as Big data 

and machine learning, in order to maintain network order. However, currently 

existing information feature detection models are mostly based on the 

characteristics of specific content itself. The challenges faced by this type of 

information feature detection model include high risk of overfitting, insufficient 

generalization ability, and failure to fully explore the deep correlation features 

inherent in media information. Based on this, this article first uses the BERT 

model to extract multi-level semantics from social media post text content, and 

then uses GNN technology to obtain the visual characteristics of the image. It 

can adopt the GCN algorithm for optimization to improve the performance of 

GNN, which is difficult to quickly converge when facing complex social 

network topologies. Finally, this paper constructs an illegal information 

detection model based on Big data network intelligent algorithm. Experiments 

show that, compared with the two baseline methods of SVM-TS (Support 

Vector Machine Model for Tabu Search) and EANN (Event Adverse Neural 

Networks), the illegal information intelligent detection model proposed in this 

paper shows higher accuracy in identifying false information, rumors, real 

events and unconfirmed events. 
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1 Introduction 

1.1 Background and Significance 

In recent years, with the vigorous development of new media technology, fields such 

as audiovisual websites, mobile applications, short video platforms, internet television, 

and IPTV (Internet Protocol Television) intelligent terminals have also shown a 

vigorous growth trend. While the new media industry is thriving, there have also been 

some applications and smart terminals that violate national regulations on network 

audiovisual and network security management, spreading obscene pornography, 

bloody violence, and publishing false information [1-2]. In such an open and diverse 
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online space, various negative information is flooding the entire society, and people's 

trust in new media is decreasing. In order to create a positive network environment, 

identify false information and safeguard consumers' rights and interests, it can need to 

use Big data network intelligent algorithm technology to conduct in-depth filtering, 

personalized screening, real-time detection and accurate search of new media 

information [3].  

1.2 Definition of Relevant Concepts 

Intelligent algorithm technology refers to the combination of Big data, Natural 

language processing, machine learning, data mining, artificial intelligence technology 

and other technologies to conduct in-depth mining of the audience's use preferences, 

make the audience's interest points into a map, and then use Big data to conduct 

analysis, based on different individual behavior differences, to accurately match and 

recommend them. The operational logic of intelligent algorithm technology constructs 

a bidirectional selection mechanism between users and data. After the user's behavior 

of selecting content generates data, the system would rearrange and combine these 

data with a predetermined order, push the content similar to the user's selected content 

to the user again, record new data, continuously search for similarities, and gradually 

improve and perfect the existing data information, thereby enhancing the two-way 

interaction between the user and the data. 

1.3 World Research Status 

Social media has the characteristics of convenience, rapid dissemination, and low cost, 

making it a hot topic in current news consumption. But at the same time, it also 

provides convenience for criminals to embezzle others' privacy, spread junk and 

obscene information, manipulate political events, and guide public opinion on social 

media platforms [4-5]. The illegal information in social media has a serious adverse 

impact on people and society, and how to identify and timely block illegal 

information has become a major problem that needs to be solved urgently. 

There is currently a lot of research on methods for detecting illegal information in 

social media. Pratiwi A R D implements SVM (Support Vector Machine) 

classification and Feature selection based on TF-IDF (Term Frequency – Inverse 

Document Frequency) weighting, and constructs an Indonesian rumor detection 

system. The research phase of the system includes the process of collecting data on 

Twitter social media, followed by preprocessing, including case folding, deletion of 

relevant webpage links, standardization, and deletion of stop words. Finally, he found 

that the system achieved good performance in testing scenarios using 10% of test data 

and single image features [6]. Kumar G uses an artificial neural network to identify 

malicious consumer nodes by evaluating the response of chat discussions/comments. 

Finally, the 'Protege' tool is used to demonstrate message exchange from untrusted 

nodes for upcoming large-scale indications. Finally, execute the expected method on 

the JAVA functional platform between Big data analysis and Hadoop [7]. On the 

detection method based on Communication studies, Vu D T proposed a propagation 

graph embedding method based on graph convolution network to learn the embedding 

vector, to represent the propagation mode and other characteristics of posts in the 

propagation process, and then used the full connected neural network to classify the 

learned embedding vector into different types of rumors. Finally, research has shown 

that this model can effectively extract and integrate useful features to detect 



propagation patterns [8]. To sum up, the methods developed by scholars have good 

results in the detection of illegal information in social media, but these methods are 

usually based on a single mode and belong to the deterministic classification function, 

which makes the model not flexible enough for the adaptability of imperfect 

observation data, and it is easy to cause over fitting problems in the model. 

Therefore, this article extracts the textual and visual features of posts by processing 

multimodal information. Finally, based on Big data network intelligent algorithm, an 

illegal information detection model is constructed to detect illegal information in 

social media. 

2 Multimodal Information Processing Based on Images, Text, 

and Audio 

2.1 Feature Learning 

Content based information analysis methods require extracting high-quality features 

from post content to detect illegal information, so the quality of the extracted features 

is largely related to whether the illegal information extraction task can proceed 

smoothly. Due to the fact that posts on social media are often multimodal, mainly 

including textual and visual information. Therefore, this section focuses on feature 

learning based on the above two forms of content representation. 

2.2 Text learning Features 

In text analysis and retrieval, text feature representation is a crucial task, which 

quantifies the feature words extracted from the text to express text information. In 

order to extract valuable information from massive amounts of text, it is necessary to 

first transform it into a processable structured form, as text is a highly complex data 

structure. 

The BERT (Bidirectional Encoder Representations from Transformers) model is a 

language representation model, which is essentially the encoder part of the 

Transformer model [9-10]. This model is mainly used for automatic extraction of 

words and their combinations with specific meanings or relationships from language 

corpora. BERT's universal language model is to train a large number of unlabeled 

samples using huge data, huge models and huge computing overhead to obtain text 

containing rich semantic information. Due to its high accuracy and good 

generalization ability, this model has received widespread attention in recent years. 

When Natural language processing is carried out, the BERT model adopts the input 

mode of processing the word vector of the sentence, and based on the Statistical 

learning theory method, a Linear map is established for the relationship between the 

morphemes in the sentence and the meaning represented by each word. Compared to 

other words, after processing with the BERT model, the semantic information carried 

by paragraph vectors is more neutral in the entire sentence. 

2.3 Visual Feature Learning 

Deep learning is the main foundation of visual image feature learning, and deep 

neural networks can learn the visual features of images layer by layer. However, in 

many important applications, due to the data being indexed by irregular and 



non-Euclidean structures, explicit modeling using graphs or manifolds is required. In 

this situation, in order to apply deep learning technology to graph data, graph neural 

networks have emerged to meet practical needs [11-12]. 

The core idea of GNN (Graph Neural Network) is to capture and aggregate 

neighbor information to obtain the implicit embedding expression of the target node. 

Due to its good robustness, it is widely used in various practical scenarios. Among the 

various variant structures of GNN, Graph Convolutional Networks (GCNs) are the 

most widely used [13-14]. This model combines graph and pool, and uses graph 

convolution technology to analyze and process Big data such as images and videos, so 

as to obtain the semantic content hidden in them. The core operations of GCN involve 

convolution and pooling, while also being able to extract local features on the 

operating object. However, unlike this, the feature objects extracted by GCN are 

graph data [15-16]. The underlying operations of GCN cover neighbor aggregation 

and node updates, and the specific mathematical process is as follows: 
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In the above formula, node n is the central node, and its initial feature 

representation is sn, Rn
(i)

 is the implicit representation of layer i node n, un
(i)

 is the 

aggregation of neighbor information of layer i n, and faggregate
(i)

(∙) and fupdate
(i)

(∙) are 

the aggregation and update operations of layer i, respectively. The node update 

process is shown in Fig.ure 1: 
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Fig. 1. Node update 

3 Illegal Information Detection Based on Big Data Network 

Intelligent Algorithm 

3.1 Building a Model Framework 

Define the illegal information dataset as A = {A1, A2, . . . , Ak}, where k represents the 

number of events in dataset A and Ae represents the e-th event in dataset A. Ae =
{be, c1

e, c2
e, . . . , cte−1

e , De} and te represent the number of related posts in event Ae, 



cj
e represents the jth related post, and be represents the original post. Construct an 

illegal information dissemination map De = 〈Xe, Ye〉 based on event Ae, where the 

node represents the social media account Xe = {X0
e, X1

e, . . . , Xte−1
e }; Edge represents 

the direction and direction of information dissemination, Ye = {ykt
e |o, p = 0, . . . te −

1}. For example, if the post c1
e forwards or comments on the post c2

e, a directed edge, 

Y21, is constructed from the post X2
e to the post X1

e, representing the information 

dissemination from X2
e to X1

e. So given a dataset A of illegal information with label 

θe, it can obtain the target classifier for illegal information detection: 

𝑓: 𝐴𝑒 → 𝜃𝑒/𝑓: 𝐶 → 𝜃          (4) 

The framework diagram for detecting illegal information is shown in Fig.ure 2: 
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Fig. 2. Illegal information detection framework 

3.2 Node Feature Embedding 

Although the information disseminated on social networks has many characteristics, 

not every one of them can help us effectively detect illegal information, and different 

characteristics have different effects on the problem of illegal information detection 

[17-18]. Feature fusion is a commonly used method in feature enhancement, which 

complements each other by fusing two or more different features. Better feature 

fusion can provide supplementary information, reduce the Curse of dimensionality, 

and improve the accuracy of the whole decision-making process [19-20]. 

For the obtained text features and visual feature vectors, they should be 

concatenated with the user feature vectors. The concatenation process should 

correspond to the user and their published posts, ensuring that the social media 

account and personal information to which the user belongs can be integrated. The ⊕ 

concatenation method is used here. By overlaying two sets of vectors, the expression 

method of illegal information can be well learned, and ultimately fed into the model for 

training, thereby achieving higher detection accuracy. 

4 Experimental Setup 

4.1 Datasets 



The dataset adopts public and real datasets used by mainstream methods: WEIBO and 

Twitter 16. The WEIBO dataset contains a large amount of text and photos, among 

which there are a total of 4721 events in the WEIBO dataset, 2512 are false events 

(Fake News: FN), and 2209 are real events (Real News: RN); The Twitter16 dataset 

contains 4 different tags, with a total of 812 events. Among the four tags, there are 

231 "FR: False Rumors", 201 "NR: Non Rumors", 193 "UR: Unverified Rumors", 

and 187 "TR: True Rumors". 

4.2 Parameter Settings 

In order to verify the performance, the intelligent detection model proposed in this 

paper is compared with two advanced baseline models: SVM TS, which is a SVM 

Linear classifier based on heuristic rules to identify illegal information; And EANN, 

which uses adversarial networks to eliminate event specific feature representations 

from post features based on multimodal representations of extracted text and visual 

features, and learns the event invariant multimodal features of each post for illegal 

information detection. The experimental parameter settings are shown in Table 1: 

Table 1. Experimental Parameter Settings 

Type Parameter Value 

BERT 

Head 12 

Attention layer 12 

Hidden layer element 721 

GCN 

GCN hidden layer 

dimension 
(50,  50) 

Batch size 50 

Dropout 0.5 

Learning rate 0.0005 

Weight attenuation 

coefficient 
5e-2 

4.3 Experimental Results 

This article selects accuracy (ACC: Accuracy), precision (Pre.: Precision), recall (Rec.: 

Recall), and F1 value as the evaluation criteria for the intelligent detection model and 

baseline model proposed in this article. Experiment on a given dataset, whether 

WEIBO or Twitter 16, for all experimental models, it can iterate 50 epochs, Learning 

rate is 0.0005, and batch size is set to 50 for training. 

 



 

Fig. 3. Rumor detection results on the WEIBO data set 

 

Fig. 4. False information detection results on the Twitter16 data set 

Fig.ures 3 and 4 show the performance comparison of the intelligent detection 

model and two benchmark methods proposed in this paper in the WEIBO and 

Twitter16 datasets. By comparing the two baseline methods, it found that the EANN 
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method outperforms the SVM-TS method in terms of performance. 

The reason for this phenomenon is that the SVM-TS method only uses manually 

extracted text content, ignoring the structural features of false information during the 

propagation process, resulting in poor detection performance. EANN can learn 

advanced representation of false information through multimodal representation of 

posts. 

Compared with traditional SVM-TS and EANN, the intelligent detection model for 

illegal information proposed in this paper has higher recognition accuracy. The 

research results show that the intelligent detection model proposed in this article has 

the ability to process graph/tree structures and learn higher-level representations, so it 

can effectively mine hidden information in information and play an important role in 

detecting false and illegal information. This proves that the intelligent detection 

model proposed in this article is efficient, advanced, and robust in detecting 

multimodal rumors on social media, and has higher prediction accuracy. 

5 Conclusions 

In the The Internet Age represented by new media, social network media is becoming 

more and more important in people's lives. At the same time, various security issues 

are also emerging, so improving the accuracy of new media technology in information 

detection is of great significance. This paper refers to the world literature, on the basis 

of in-depth research on the existing machine learning and deep learning technologies 

to detect false information, and in view of the fact that most of the existing false 

information detection methods are often based on single-mode classification functions, 

and the data is incomplete, which is prone to over fitting problems, this paper 

proposes an illegal information detection model based on Big data network intelligent 

algorithm. Finally, experiments show that the method proposed in this paper has good 

effectiveness, progressiveness and robustness in detecting multimodal online rumors 

on social media. 
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