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Abstract. Project bidding is a widely used method of project transactions in the 

world. It promotes fairness and justice in the field of project construction, and 

also prevents and overcomes corruption in the field of project construction. 

Nowadays, electronic bidding has gradually replaced traditional bidding 

methods, and the big date (BD) brought by electronic bidding has also provided 

sufficient convenience for the establishment and improvement of engineering 

enterprise credit evaluation systems. Therefore, this paper is to solve the 

problem of insufficient application of BD in the current engineering electronic 

bidding. This paper combines the TCM-KNN classification algorithm with the 

genetic algorithm(GA), collects data information related to bidding transactions 

from multiple channels, and conducts research on the internal correlation and 

mutual influence between these data information, so as to determine the 

evaluation indicators suitable for engineering enterprise credit evaluation. And 

on the basic of the BD analysis of engineering electronic bidding, this paper 

establishes the corresponding engineering enterprise credit evaluation(ECE) 

index system and ECE model. Finally, the experimental results show that the 

GA is used to optimize the TCM-KNN model, and the parameters that are more 

in line with the actual situation are obtained. 

Keywords: Engineering Bidding System, TCM-KNN, Genetic Algorithm, 

Enterprise Credit Evaluation 

1. Introduction 

1.1 Subject Research Background 

With the increasing number of project bidding methods, the scope and scale of bidding 

are also gradually increasing, and some problems brought about by traditional bidding 

methods have become more and more prominent, such as time-consuming, laborious, 

low efficiency, etc., this issue has received widespread attention in various industries. 

In the age of information and big data, information management of engineering project 

bidding is the best choice for bidding in this industry. However, due to the lack of 

unified technology and standards, although many regions have built bidding network 

platforms, information sharing and intercommunication between regions cannot be 

realized [1-2]. Under such conditions, there will be many risk factors in the 
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implementation process of electronic bidding, and these existing or potential risks will 

have an impact on the smooth implementation of electronic bidding for projects. 

Therefore, we have to look for and take corresponding measures to avoid it. 

1.2 Significance of the Subject Research 

At present, a large amount of transaction data generated by engineering units during 

electronic bidding has not been fully mined and utilized [3]. Therefore, on the basic of  

TCM-KNN (Transductive Confidence Machines for K Nearest Neighbors) and GA, 

this paper analyzes the data of engineering bidding. It is to collect, organize and analyze 

all kinds of information generated in the process of electronic bidding in the 

engineering industry, and present these information to users in a visual form. In this 

way, the utilization of these data can be improved, and it also helps to build a more 

perfect credit evaluation system. 

In addition, in terms of practical application, compared with the traditional project 

bidding method, the method of using data mining technology for project bidding has 

obvious advantages such as high quality and rapidity. Project bidding personnel use 

data mining methods to analyze project bidding companies, which not only saves the 

cost of project bidding, but also realizes the specific operability of concealed 

information collection and data analysis through BD technology, thereby improving 

the quality and efficiency of project bidding. 

2. Relevant Theoretical Concepts and Literature Review 

2.1 Concept of Project Bidding and Electronic Bidding 

Engineering project bidding refers to a kind of economic competition behavior in 

which the tenderer uses bidding methods to attract other units to participate in the 

bidding for the project to be constructed, and in accordance with legal procedures and 

established requirements, and selects the best unit among them to start the construction 

and implementation of the project [4-5]. At present, there are three main methods of 

bidding activities for engineering projects, one is the way of public bidding, the other is 

the way of invitation to bid, and the third is the way of project negotiation. 

Electronic bidding refers to the process of using data messages as the main carrier, 

using electronic information technology, and using electronic bidding systems to 

complete all or part of the bidding procedures in accordance with laws, regulations 

and relevant regulations [6]. In the electronic platform, there are various intertwined 

bidding traders, and each person participating in the electronic bidding plays a 

different role in the electronic data platform. In the entire transaction process of 

electronic bidding, it is necessary to meet the requirements of resource sharing, 

resource handover, information acquisition, and information integration. 

2.2 Literature Review 

2.2.1. TCM-KNN algorithm  

TCM-KNN is an algorithm that combines the classic classification algorithm K nearest 

neighbor method with TCM, uses the method of distance calculation, and classifies the 

confidence of observation points according to the classified data set. At present, there 



are many studies on this classic classification algorithm at home and abroad. Zhang Y 

R proposed an improved binary K-means algorithm for constructing a normal behavior 

feature training set model, and combined the transduction reliability mechanism and 

the K-nearest neighbor algorithm to design the ITCM-KNN algorithm. This algorithm 

is suitable for network anomaly detection in a big data environment and has good 

adaptability [7]. Dai L proposed a new method for predicting disease syndrome, 

location and nature on the basic of TCM diagnostic information. The algorithm can be 

combined into a new unified feature space according to the correlation between 

features and the correlation between class labels. Then, he used the MDMR 

(Multidimensional Mixed Reality) algorithm to select the most discriminative features 

from the new unified feature space, which helps to reduce the data dimensionality [8]. 

However, the TCM-KNN algorithm has problems such as a large amount of training 

and a large number of features, so it needs to be optimized and improved. 

2.2.2. Application of big data technology in project bidding 

In the field of engineering bidding, there are many studies using BD to evaluate bidding 

projects. Araújo provided a model for assessing the attractiveness level of a project and 

deciding whether to submit a proposal. This model introduced a classification model 

containing fuzzy preference information to evaluate item attractiveness in multiple 

dimensions, enabling decision makers to make more effective decisions. The main 

advantages of the model are that the level of attractiveness can be used as an input to a 

bidding strategy, attractiveness assessment can support contractors in prioritizing bids 

for projects [9]. Li H proposed a discriminating method for unbalanced bidding, which 

used the combination of entropy weight theory and hierarchical analysis to discriminate 

the unbalanced bidding, combined it with subjective and objective factors, and 

weighted it by AHP model. After research, he found that this model can be used used 

the fuzzy comprehensive evaluation method to test unbalanced bids, so that owners can 

identify unbalanced bids in the procurement stage [10]. Peng W proposed an optimal 

bidding scheme selection algorithm on the basic of big data, and all bidding schemes 

are gathered together. Through big data sampling, the big data processing process of 

the bidding scheme was accelerated. He chose the Single method to cluster the big data 

sampling results, so as to determine the centroid direction of the natural clustering of 

big data. He used the mean update method to modify the centroid direction of the 

natural clustering of BD, so as to determine the actual centroid direction of the natural 

clustering of BD [11]. 

On the basic of the research of the above-mentioned scholars, most of them focus 

on the decision-making field of project bidding, and there is little content on the credit 

evaluation of enterprises. Therefore, this paper will use GA and TCM-KNN algorithm 

to conduct research on enterprise credit evaluation on the basic of big data analysis of 

engineering electronic bidding, and construct a set of enterprise credit evaluation 

system suitable for engineering industry. 

 

 

 

 

 

 



3. Enterprise Credit Evaluation Model on the Basic of 

TCM-KNN 

3.1 TCM-KNN Algorithm 

In the TCM algorithm, the object it studies is a sample sequence A =
{(m1, n1), . . . , (mx, nx), (mx+1, nx+1)} = {a1, a2, . . . , ax+1}  of length x+1. In this 

sequence, mi ∈ M is used as the input attribute vector of sample ai, and M represents 

the input vector space; ni ∈ N represents the class or label of the sample. The first x 

samples in the sample sequence A are n-type known training samples, and the x+1th 

sample is an unknown type of test sample. TCM is a predictive method given a p-value 

for an unknown point x in a given class n. The p-value is used to measure the extent to 

which the data in class n support an unknown point x. The smaller the value of p is, the 

less likely it is to be in class n. 

However, in the TCM-KNN algorithm, it is first necessary to define a singular 

description function that can output singular values, and then to calculate the p-value 

of the tested samples. 

I. The sample 𝑎𝑖  to be tested, with respect to the singular value 𝑏𝑖𝑛  of the 

category n, is defined as: 

𝑏𝑖𝑛 =
∑ 𝐹𝑖𝑒

𝑛𝑘
𝑒=1

∑ 𝐹𝑖𝑒
−𝑛𝑘

𝑒=1
               (1) 

In formula (1), 𝐹𝑖
𝑛represents the distance sequence between sample 𝑎𝑖 and all 

samples in category n, and 𝐹𝑖𝑒
𝑛  represents the e-th shortest distance in the sequence; 

𝐹𝑖
−𝑛 represents the distance sequence between sample 𝑎𝑖 and all samples in other 

categories (except n), and 𝐹𝑖𝑒
−𝑛  also represents the e-th shortest distance in the 

sequence. The parameter k represents the number of nearest neighbors we need to 

consider. Through this definition, it is not difficult to see that the singular value is 

designed on the basic of the distance of the sample feature vector in the feature space. 

II. The distance between samples is calculated using the Euclidean distance, and its 

formula is as follows: 

𝑑𝑖𝑠𝑡(𝑀1, 𝑀2) = √∑ (𝑀1𝑒 − 𝑀2𝑒)2|𝑀𝑖|

𝑒=1         (2) 

In formula (2), 𝑀1  and 𝑀2  represent two samples (represented by the input 

attribute vector of the sample), 𝑀𝑖𝑒represents the e-th dimension feature of vector 𝑀𝑖, 

and |𝑀𝑖| represents the number of attributes of vector 𝑀𝑖. 

III. The definition of the p value of the sample 𝑎𝑖 to be tested relative to a certain 

category is: 

𝑝(𝑎𝑖) =
#{𝑒:𝛽𝑒≥𝛽𝑖}

𝑥+1
              (3) 

Among them, # represents the "potential" of the set, which is usually calculated as 

the number of elements in a finite set; 𝛽𝑖 is the singular value of the sample to be 

tested; x is the number of sets; 𝛽𝑒 represents the singular value of any sample in the 

set. 



3.2 Model Establishment 

a. Data processing 

The data used for modeling and analysis in this paper come from the official 

websites of various enterprises, public platforms for electronic bidding, etc. A total of 

100 samples of project bidding data were received, including the credit evaluation 

research of 100 enterprises. 50 pieces of data are used as training samples for network 

training, and the remaining 50 pieces of data are used as test samples to verify the 

validity and reliability of the model. The simulation tool uses MATLAB, and 

normalizes the data through the mapminmax(.) function. 

b. Enterprise credit evaluation index 

At present, the commonly used rating symbols in the world, the third grade and 

nine grades of debt have been used for a long time, but due to actual work, enterprises 

with poor credit ratings rarely apply for credit ratings [12-13]. Therefore, the grades 

after the fifth grade in the third grade and nine grades lack practical significance. The 

credit ratings adopted by most evaluation agencies are shown in Table 1. 

The engineering enterprise credit evaluation index system can be divided into the 

following indicators: First, the six first-level indicators include enterprise quality, 

enterprise operation ability, enterprise profitability, enterprise social credit status, 

enterprise solvency, and enterprise growth ability. Second, the 19 secondary indicators 

include the quality of the enterprise itself, the quality of the leadership of the 

enterprise, the inventory turnover rate, the accounts receivable turnover rate, the 

operating net cash flow interest coverage ratio, the operating profit margin, the return 

on total assets, and the net assets Yield, debt performance, contract performance, other 

credit conditions of the enterprise, and so on [14]. 

Table 1. Commonly used credit levels and their meanings 

Credit rating symbol Credit rating Meaning of credit rating 

AAA First class Good credit rating 

AA Second class Good credit 

A Third class Good credit level 

B Fourth class Credit level - average 

C Fifth class Bad credit 

3.3 Experimental Results and Analysis 

There are 100 experimental data in this paper, of which 45 are AAA-level enterprises; 

25 are AA-level enterprises; 10 are A-level enterprises; 15 are B-level enterprises; 5 are 

C-level enterprises. Using all sample data to participate in the experiment, and evaluate 

the experimental results of different neighbor numbers k, as shown in Figure 1: 

 



 

Fig.1 Dataset prediction accuracy on the basic of TCM-KNN algorithm 

The figure 1 shows the prediction accuracy of the experimental data increases with 

the increase of k value. Since there are few experimental data of A, B, and C levels, 

they need to be excluded. Overall, the prediction accuracy is not high, the highest is 

only 63.11%. This shows that it is difficult for the singularity description function in 

the TCM-KNN method to completely describe the singularity of this type of data, so 

it is difficult to distinguish this type of data. However, there is not much data available 

in this paper, so we only need to perform confidence evaluation after selecting 

important features for this method.  

4. Optimizing TCM-KNN Enterprise Credit Evaluation Model on 

the Basic of Genetic Algorithm 

4.1 Feature Extraction Technology on the Basic of Genetic Algorithm 

The feature extraction on the basic of the GA needs to be on the basic of the text, not 

the feature extraction algorithm on the basic of the entire text set. Therefore, when 

extracting text features, the feature words in the same text can be put into a feature 

vector representing the text, so as to avoid ignoring the connection between feature 

items [15-16]. On this basis, this paper proposes a text feature vector on the basic of X2 

statistics, which can not only preserve the correlation between text features, but also 

distinguish the correlation between features and classes; and uses this vector as the 

initial population, through multiple rounds of genetic screening, high-quality feature 
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vectors are obtained to improve classification accuracy; through the coordination of 

crossover operation and mutation operation, global search can be realized and local 

minima can be avoided[17-18]; according to the characteristics of feature extraction, 

the fitness function and intersection rules are designed to solve the problem of 

inappropriate processing of low-frequency words in statistical analysis [19-20]. The 

flow chart of feature extraction on the basic of GA is shown in Figure 2: 

Training text set
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Fig.2 Flow chart of feature extraction on the basic of genetic algorithm 

 

 



4.2 Experimental Results and Analysis 

Calling the main.m function in the Matlab software, the main function of this function 

is to carry out large-scale training to the GA+TCM-KNN model, the average fitness 

curve and optimal fitness curve of the model after training are as shown in Figure 3: 

 

Fig.3 Average fitness curve and optimal fitness curve 

The figure 3 shows the average fitness of the population optimized by the GA has 

reached above 0.935, and these data show that the fitness of individuals in the 

population is better, and the effect of evolution is better.  

So as to further test the effectiveness of the optimized GA+TCM-KNN model, this 

experiment uses training sample data and test sample data to compare the 

GA+TCM-KNN model with the TCM-KNN model. The comparison results are 

shown in Figure 4. 

In Figure 4, the perfect match rate of the training samples in the TCM-KNN model 

is 60%, and the error in the operating range is 40%; the perfect fit rate in the 

GA+TCM-KNN model is 50%, and the error within the operating range is 50%. In 

the training samples, the fitting effect of TCM-KNN is better than that of 

GA+TCM-KNN. But for the test sample, the prediction accuracy of the TCM-KNN 

model is only 55%, indicating that its prediction accuracy is not high enough. 

However, the prediction accuracy of the GA+TCM-KNN model for the sample can 

reach 81%, which has a good test effect. These data show that the TCM-KNN model 

is optimized by GA, and the parameters that are more in line with the actual situation 

are obtained. 
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Fig.4 The results of model comparison and analysis before and after optimization 

5. Conclusion 

In this paper, combined with the project bidding example, the construction of 

TCM-KNN and GA engineering bidding evaluation model is verified, analyzed and 

applied.Through the comparison and analysis of the model reasoning and prediction 

results with the actual project, it is found that the model constructed in this text is 

feasible and applicable, and it can assist the project to actually evaluate and manage 

project bidding enterprises, and provide scientific basis and risk data for risk control. 
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