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Abstract: Feature selection (FS) is a critical process in credit scoring, which can improve 
models, address overfitting, decrease computational cost, and increase model 
interpretability. This paper presents a classification of research problems and methods 
related to the above issues. The research problems can be divided into two types based on 
focus: model development or evaluation, and two types based on methodology: machine 
learning or operations research. The machine learning research objects can be divided into 
four types based on the feature of training and type of optimization. The paper also 
provides system factors and evaluation metrics of the experiments for FS in credit scoring. 
The system factors include personal information, credit history, type of loan, loan amount, 
and loan purpose. The evaluation metrics include accuracy, precision, recall, F1 score, and 
AUC. 
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1  Introduction 

Feature selection (FS) in credit scoring is the process of identifying and selecting the most 
relevant features from a set of candidate features to improve the performance of a credit scoring 
model. FS is essential in credit scoring because it can help to address the challenges of 
overfitting, high computational cost, and model interpretability. 

We first give a classification of research problems, which has two types based on focus: model 
development or evaluation. Model development research focuses on developing new or 
improved credit scoring models, while model evaluation research focuses on evaluating the 
performance of existing models. Research can also be divided into two types based on 
methodology: machine learning or operations research. Machine learning research uses machine 
learning techniques to develop and evaluate credit scoring models, while operations research 
uses operations research techniques to do the same.  

Then, we present a classification of research methods related to feature selection in credit 
scoring. There are two criteria for dividing machine learning research objects into different types: 
feature of training (supervised vs. unsupervised learning) and type of optimization (single-
objective vs. multi-objective optimization). Supervised learning uses a set of labeled data. 
Unsupervised learning uses a set of unlabeled data. Single-objective optimization is for a single 
objective function. Multi-objective optimization is for multiple objective functions 
simultaneously. 
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In the end, we provide system factors and evaluation metric of the experiments. The metric of 
evaluation includes AUC, precision, F1 score, recall, and accuracy. The system factors include 
personal information, credit history, type of loan, loan amount, and loan purpose. In addition, 
the experimental results are compared. 

2 Research Objects 

In this section, we will provide a classification for research objects, which is shown in Table 1.  

Table 1: Different Research Objects 

Focus of research 
Methodology 

Machine learning Operations research 

Model development I. [1][2][4-5][7-12][18-20][22-26] II. [3][6][13][21][27] 

Model evaluation III. [14-17] IV. N/A 

2.1 Criteria 

1) Focus of research. It includes Model development or Model evaluation. The first category 
includes papers that focus on developing new or improved credit scoring models. This includes 
papers on feature selection, ensemble learning, cost-sensitive learning, and handling imbalanced 
datasets. The second category includes papers that focus on evaluating the performance. This 
includes papers on model interpretability and other metrics for evaluating credit scoring models. 

2) Methodology. There are two kinds here: Machine learning or Operations research. The first 
category includes papers that use machine learning techniques to develop and evaluate credit 
scoring models. The second category includes papers that use operations research techniques to 
develop and evaluate credit scoring models. 

2.2 The Classification 

2.2.1 Type I: Model development using machine learning 

References [1][2][7-12][18-20][22-26] belong to this type. This type of research problem 
focuses on developing new or improved credit scoring models using machine learning 
techniques.  

In reference [1], the problem is how to improve the performance by utilizing a bagging 
supervised autoencoder classifier that is more accurate, robust, and efficient than existing 
methods. 

In reference [2], the problem is how to develop a new model which has better performance, 
while also being more computationally efficient. 

In reference [7], the problem is how to develop a method that effectively selects the most 
relevant features, while also being computationally efficient. 



 

In reference [8], the problem is how to develop feature extraction methods for credit scoring 
that effectively capture the informative features from the data, even in the presence of high-
dimensional data and noise. 

In reference [9], the problem is how to develop a method that efficiently identifies the most 
informative features while minimizing the computational cost, even in the presence of large data 
sets. 

In reference [10], the problem is how to effectively predict with traditional financial data while 
also accounting for the inherent uncertainty in the data. 

In reference [11], the problem is how to develop a model that effectively balances the cost of 
misclassification errors with the benefit of accurate predictions, even in the presence of 
imbalanced data. 

In reference [12], the problem is how to develop a model that outperforms individual models, 
while also being more robust to overfitting. 

In reference [18], the problem is how to develop an approach that effectively balances the 
objectives of profit maximization and risk minimization. 

In reference [19], the problem is how to develop a system that outperforms traditional methods. 

In reference [20], the problem is how to develop a method that is more efficient and effective 
than existing methods. 

In reference [22], the problem is how to develop a method that is effective in identifying the 
most discriminative features, even in the presence of noise and occlusion. 

In reference [23], the problem is how to develop a theory that can effectively handle imbalanced 
data and improve the accuracy of credit scoring models. 

In reference [24], the problem is how to develop a model that is more accurate and robust than 
existing models, especially in the presence of high-dimensional data. 

In reference [25], the problem is how to develop a model that can outperform individual models 
and existing ensemble methods. 

2.2.2 Type II:  Model development using operations research 

References [3][6][13][27] belong to this type. This type of research problem focuses on 
developing new or improved credit scoring models using operations research techniques. 

In reference [3], the problem is how to comprehensively benchmark the classification 
algorithms under various conditions (different data sets, feature selection methods, and cost 
functions), to identify the most effective and efficient methods. 

In reference [6], the problem is how to accurately measure. 

In reference [13], the problem is how to robustly measure the efficiency of DMUs in credit 
scoring using stochastic frontier analysis (SFA) in the presence of noise and measurement errors, 
as well as other stochastic factors. 



 

In reference [27], the problem is how to generate the efficient credit scoring models for multiple 
objectives, such as accuracy, cost, and fairness. 

2.2.3 Type III: Model evaluation using machine learning 

References [4] belong to this type. This type of research problem focuses on performance 
evaluation based on machine learning techniques. 

In reference [4], the problem is how to develop a cost-sensitive method that effectively reduces 
costs while maintaining accuracy, even in the presence of imbalanced data. 

2.2.4 Type IV: Model evaluation using operations research 

None of the papers in the dataset fall into this category. This type of research problem focuses 
on evaluating the performance of credit scoring models using operations research techniques.  

3 Research Methods 

In this section, we will present a classification for research methods, which is shown in Table 2. 

Table 2. Different Research Methods 

3.1 Criteria 

1) Feature of Training. Supervised learning means that the algorithm is trained on labeled data. 
This means that each data point has a known input and output. Unsupervised learning indicates 
that the algorithm is trained on unlabeled data. This means that the data points do not have any 
known outputs.  

2) Type of Optimization. Single-objective optimization is for a single objective function. This 
means that we are trying to maximize or minimize a single value. For example, we might want 
to maximize the profit of a business or minimize the cost of a project. Multi-objective 
optimization is for multiple objective functions simultaneously. For example, we might want to 
maximize the profit of a business while also minimizing the environmental impact of its 
operations. 

3.2 The Classification 

3.2.1 Type I: Supervised single-objective learning 

Papers [1-8][25] belong to this type. It is used to train a model to predict a target variable using 
labeled data. The model is optimized for a single objective function, such as accuracy or profit. 

Feature of Training 
Type of Optimization 

Single-objective optimization Multi-objective optimization 
Supervised learning I.  [1-8][25] II.  [18][27] 

Unsupervised 
learning 

III. [14][22] IV.  [26] 



 

Reference [1] used a bagging supervised autoencoder classifier, which is a type of ensemble 
learning method, to predict credit risk. They first trained a supervised autoencoder. Then, they 
trained a bagging ensemble of classifiers on the latent features to predict credit risk. 

Reference [2] combined the predictions of multiple classifiers using a consensus system. 

Reference [3] found that support vector machines (SVMs) outperformed other algorithms. 

Reference [4] considers the cost of misclassifying different types of errors when selecting 
features. 

Reference [5] proposed a feature selection method for SVMs based on concave minimization. 
Their method selects features that maximize the margin between the positive and negative 
classes. 

Reference [7] proposed a hybrid attribute selection method. Their method uses BPNN for target 
variable, and PSO to select the most important features. 

Reference [8] wrote a book on feature extraction for a more informative representation for 
machine learning tasks.  

Reference [25] combines the predictions of multiple heterogeneous ensemble learning 
classifiers using a bstacking approach. 

3.2.2 Type II: Supervised multi-objective learning 

References [18][27] belong to this type. This type of method is used to train a model to predict 
a target variable using labeled data, but the model is optimized for multiple objective functions 
simultaneously. 

Reference [18] considers the profitability of different classification models, as well as the 
accuracy of the models. 

3.2.3 Type III: Unsupervised single-objective learning 

Reference [14][22] belong to this type. This type of method is used to find patterns and insights 
in unlabeled data. The model is optimized for a single objective function, such as minimizing 
the error or maximizing the information gain. 

3.2.4 Type IV: Unsupervised multi-objective learning 

Reference [26] belong to this type. This type of method is used to find patterns and insights in 
unlabeled data, but the model is optimized for multiple objective functions simultaneously. 

4 Experimental Analysis 

In this section, we will analyze experiments in references. Table 3 gives the system factors and 
metric. 

 



 

Table 3. Experiments with Different Metric and Factors 

System Factors 
Metric 

Accuracy Precision Recall F1 score AUC 

Personal 
information 

[1-10][12-
27] 

[2][3][6][8][9][12-
14][18-27] 

[2][3][6][8][9][12-
14][18-27] 

[2][3][6][8][
9][12-

14][18-27] 

[1-5][7-
27] 

Credit history 
[1-10][12-

27] 
[2][3][6][8][9][12-

14][18-27] 
[2][3][6][8][9][12-

14][18-27] 

[2][3][6][8][
9][12-

14][18-27] 

[1-5][7-
27] 

4.1 System Factors 

There are two main factors in experiments: 

1) Personal information. This factor includes the information such as age, gender, marital 
status, education, employment, income, etc. 

2) Credit history. This factor includes number of open accounts, length of credit history, 
credit score, total credit utilization, etc. 

Other factors includes Type of loan, loan amount, loan purpose, etc. 

4.2 Metric of Evaluation 

There are five evaluation metric: 

1) Accuracy. This metric indicates the percentage of loans correctly classified as good or 
bad. 

2) Precision.  It is the percentage of loans classified as bad that are actually bad. 

3) Recall. The metric is the percentage of bad loans that are correctly classified as bad. 

4) F1 score. It is a harmonic mean of precision and recall. 

5) AUC. The meaning is the area under the receiver operating characteristic curve, which 
measures the ability of a model to distinguish between good and bad loans. 

5 Conclusions 

Next we will focus on developing new and improved FS methods that can be used to develop 
more accurate, efficient, and interpretable credit scoring models. In addition, future research 
should also explore the use of FS methods in other areas of credit risk management, such as 
fraud detection and portfolio optimization. Finally, it is important to note that FS is just one 
component of a well-designed credit scoring system. Other important components include data 
preparation, model selection, and model validation. 
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